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Topics

 Central Computing Overview
 MDSPLUS
 EPICS
 PCS
 Timing & Synchronization
 Display Wall
 Typical Problems
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MDSplus
Data Storage, 

visualization.  Interfaces 
with CAMAC, EPICS, D-Tacq, 

LabVIEW, IDL.

PCS
Integrated real-time plasma 

control. Commercial and 
collaborative software from 

General Atomics Corp. Interfaces 
with FPDP, MDSplus, IDL,EPICS.

EPICS
Integrated Control and SCADA. 
Interfaces with CAMAC, MODBUS, 

OPC, MDSplus, LabVIEW, IDL. 

System Imager
 Used to manage and deploy a 
common Linux distribution to 
EPICS OPI (Operator Interface 

terminals).

SharedAppVnc
Control Room display wall. 

Software developed at Princeton 
University that allows users to 
share individual windows from 
their workstations on a large 

screen. Runs on Mac, Windows, 
and Linux.



4

MDSplus
• Expertise: Gretchen, Bill, Greg

• Two Servers - skylark, lark

– MDSplus DATA and EVENTS. 

– NSTX event server is skylark.

• An event client MEMS, waits for a set of events to produce 
a new event

– Can mdsconnect to any host - your connection will be forwarded

– server accounts  on an as-needed basis

• Trees, branches, nodes, signals, tags, events

• tree write-permissions

– trees generally have (unix) group write permission - groups

– username & computer - mdsip.hosts

– Tree edits (e.g. add node) can only be done on the server.
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MDSplus
• Programming

– General: IDL, python, Matlab

– Specialized languages: TCL, TDI, CTS

• GUI

– dwscope, jScope

– traverser, jTraverser

– nstxpool - module load nstx

– Desktop/workstation - install clients and set local environment

– Web Tools
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MDSplus Core Functions 
for the Shot Cycle

• Create/Build shot trees from the model tree  @ T(-60)

• Dispatch INIT actions

– Load timing modules

– Arm digitizers

• Dispatch STORE actions

– Read digitizers

– Scope panels update from an MDSPlus event issued by 
the STORE action.
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• Expertise: Sichta, Dong, Abe

• EPICS = Experimental Physics and Industrial Control System

– Open source, multi-OS, multi-CPU

– Distributed control & scalable

– Used at 100's of experiments

• EPICS at NSTX 

– Provides: (slow) Integrated Control, operator displays, alarms, trending

– Input/Output via VME & CAMAC & PLC & PC's

– (6) IOC's : vxWorks, Linux, Windows

• Central Clock is an EPICS application

– clock configuration displays, real-time database/record processing, sequence 
program

– CAMAC module I/O, VME module I/O

– 'soft' clock time and EPICS events for programs and displays

• Parameters & Data Acq to MDSplus shot trees

• Trending to Channel Archiver and MDSplus 'daily' trees
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EPICS GUI at NSTX
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EPICS Core Functions 
for the Shot Cycle

• Configure/run the Central Clock/shot cycle

• PreSequence Check (commit shot#)

• Initialize Digitizers

• PrePulse Check (commit SOP-T(0)-EOP)

• Parameter Acquisition

• Data Acquisition
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PCS

• Expertise: Dana, Lawson, Physics Operators

• Details presented in other presentations.

• The PCS computers are behind the NSTX-CS 
VLAN firewall, so most computers do not have 
access to these machines.
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Timing & Synchronization

• Expertise: Wertenbaker, Sichta

• CAMAC-based Facility Clock provides microsecond timing 
resolution

– 404 CAMAC Timing module in use since TFTR - early 1980's

– 16 events distributed using fiber optics and twisted pair

• About 10 microsecond site-wide synchronization.

• Next-gen FPGA system in development.
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The UNT is a Decoder and an Encoder
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Timing & Sync in the post-CAMAC 
era
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Display Wall
• Expertise: Bill, Eliot, Greg, other wall users

• Application sharing software that allows individual windows to be replicated 
to other computers. Remote collaboration tool based on a modified VNC 
protocol.

• Display wall can show windows from:

– local windows (launched from nstxwindowspc)

– remote windows (launched from your mac/win/linux)

– Offsite collaborators can share/view windows, but this slows down 
the server's screen refresh rate (for all windows).

– For remote apps to be displayed on the wall, the computer name 
must be in ~wall/bin/wall.enablex on nstxwindowspc (e.g. 
nstxmac23.pppl.gov). 

• During the run day, the I&C staff usually setup/restart a 'standard' set of 
apps/windows on the display wall.

• Turning the projectors on/off (bulb replacement ~$800)

– Power-on/off using remote control (2 in CR, all use same freq).

– Can also power-off using projector's web-server.
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Display Wall
• Client-Server:  VNC  & X-windows

– SharedAppVNC downloadable from SourceForge

– Last updated in 2006 - developer no longer active.

– Individual mouse color using ICE-MC (SourceForge)

• User guides  - could be outdated.

– http://nstx.pppl.gov/nstx/Software/Applications/SharedAppVNC.htm
l

– Better documentation and user support is 'on the list'.

– See experts and others who use it for individual help.
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Layout of control room

Similar to the demo we 
had in the display wall 
room

Feibush/2003

nstxwindowspc
(RHEL_WS3)

PPPL
Network

Clients -- Mac/Windows/Linux

http://www.dell.com/hied/feature1
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Bill Davis Display Wall Help File

• http://w3.pppl.gov/~bdavis/swdoc/DisplayWallSetupSteps.txt

•To display a scope display, from an existing xterm window:
     1) exec xterm -T NSTXwindowsPC -n NSTXwindowsPC -sb -sl 2000 -e ssh nstxpool &
      2) setenv DISPLAY nstxwindowspc:0.0
      3) dwscope -def $NSTXUSR/util/scopes/wall_physics.scope &

•We should try to run the computationally-intensive tasks on nstxpool that 
are less likely to be loaded. Wall I/O-intensive programs should be most 
efficient running on nstxwindowspc.

•run x2x-2wall.xs (or x2x-mc) on PC's or osx2x on Macs and click in window 
to rearrange windows on wall.
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Typical Computing Problems

• First shot of the day

• Computing

– runaway process uses all CPU

– Windows auto-reboots - need user login and pgm startup

– Diagnostic PC in Test Cell hang/fail

• Networking

– x-windows disappear - especially Windows/eXceed

– client-server connections break

• CAMAC problems

– intermittent link transmission errors

– digitizer/memory module breaks
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Typical Computing Problems
• MDSplus

– Trees not built before shot

– INITs complete after T(0)

– CAMAC digitizer data from previous shot.

• EPICS 

– data acquisition hangs - no data

– vxWorks IOC refuses new connections

• PCS

– operator has numerous opportunities for error

• Display Wall

– Applications need to be restarted

Discussion of other typical failures (experienced Physics Operators)?

Are there areas where computing would further aid the Physics Operator?
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