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Topics today 
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ǒ Central Computing Overview 

ǒ MDSplus 

ǒ Data access tools 

ǒ EPICS 

ǒ Timing & Synchronization 

ǒ Display Wall 
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In the current PPPL network  

all inter-VLAN traffic goes through the iFw 
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Major computer-related upgrades for NSTX-U 

Å Digital Coil Protection System (DCPS), a new real-time system 

Å Network trunks increased from 1 Gb/s to 10 Gb/s. 

Å 300 TB added to our Hitachi SAN array 

ï Expecting a 2x increase in conventional signal data 

ï Expecting a 4x increase in Fast 2-D and IR Camera data 

Å 4x increase in between-shot processing power, plus the ability to get results 

from TRANSP code between shots 
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After the construction phase is certified (DoE CD-4): 

Å Upgrade to RHEL 6 

Å Upgrade MDSplus server host(s) 

Å Support Multiple versions of MDSplus 

o Old - Currently used and well tested (v2) 

o Stable - Version 6, used on server and as default cluster module 

o Alpha - Most recent version (7) to support newest features. 
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Other configuration changes planned (after CD-4) 

Å Offload MDSplus event serving to a separate server and support the use of both 

UDP and TCP/IP events 

Å Develop Event Repeater to ensure all events delivered regardless of protocol 

Å Rewrite shot cycle control in C++ or Python (currently in IDL) 

Å Distribute data load across connections  

Å Move Operational code from /p/nstxusr to /p/nstxops 

Å Make default IDL version the latest (8.4) 

Å Change from a single 10 gigabit connection to pass all inter-VLAN traffic to 

putting ñsafeò VLANs in an ñiScienceò enclave (pending design review) 
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Logging on  

 
you should ñssh nstxpool ò (will need to be in 

Linux group ñnstxò) 

 
(can use ñportalò but will get complaints about long-running 

jobs) 

 

 

 

 

Users can get directories on /p/nstxusr, but for large 

needs (>100 GB), request a ñproject diskò through 

help.pppl.gov 

To get the recommended MDSplus and 

IDL environment: 

 
                module load nstx  
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NSTX-U Pulse Cycle 

Å Overall throughput and timing is 

critical 

Å Setup parameters need to be 

entered into MDSplus before the 

Model Tree  is copied (typically) 

Å Trees for the next shot are 

Created/Built from the model trees  

@ T(-60)  

o Timing modules loaded 

o Digitizers armed 

Å Data produced by some systems is 

needed by others (MEMS can help) 

Å Both automatic and interactive data 

analysis and visualization tools 

available 

o Scope panels update from an 

MDSPlus event issued by the 

STORE action. 

 

Model 

Tree 

Copied 
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MDSplus is a cornerstone 

See http://mdsplus.org for more 
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MDSplus 

Å Expertise: Gretchen, Bill, Greg Tchilinguirian, John Schmitt 

Å Server ï skylark.pppl.gov::8501 

ï MDSplus serves DATA and EVENTS 

ï NSTX event server is skylark. 

Å An event client MEMS, waits for a set of events to produce 

a new event 

ï Call mdsconnect to access the server (thin client) or rely on 

environmental variables (thick client) 

ï server accounts  on an as-needed basis 

Å Trees, branches, nodes, signals, tags, events, accessible remotely 

Å Tree write-permissions 

ï write permission for trees through Linux groups 

ï Incoming username & computer mapped to local account through  
mdsip.hosts file on skylark 

ï Tree edits (e.g. add node) can only be done on the server. 
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Status of MDSplus 

ωMDSplus has had an extensive workout for DCPS testing 

ωWe plan to minimize changes before CD-4 to reduce risk of 
delays 

ωDisks and CPUs will be beefed up before Physics Ops 

ςCMOD is acquiring 15 GB/shot with straightforward 
architecture 

ωUDP events will be used (after CD-4) with a relay to TCP/IP 
when needed 
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Tools for accessing MDSplus 

Å Programming 

ï General: IDL, python, Matlab, LabView, C++ 

ï Specialized languages: TCL, TDI, CTS 

Å Existing GUIs 

ï dwscope, jScope 

ï traverser, jTraverser 

ïto use tools on nstxpool:  module load nstx  

ïCan install clients on Desktop/workstation and set local 

environment, but it is a lot of work, and maintenance. 

ï Web Tools 
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MDSplus Events 

Å Used to convey status, regulate software flow and move small amounts 

of data between systems.   

Å Easy to use: 
ï UNIX ñsetevent XX  DATAò: Where XX is the event name and DATA is the payload 

(optional) 

ï UNIX ñwfevent XX -dò: XX is still the event name and the optional ñ-dò returns the 

data payload (if any) 

ï Various API calls are similar for supported languages (Python, IDL, C++) 

Å Event Examples: 
ï NSTX_SOC - A new NSTX-U shot cycle has started 

ï NSTXINITDONE - The initialization phase of the NSTX-U shot cycle is complete 

ï NSTX_ACQ_DONE - The shot cycle has completed storing NSTX-U rawdata (with 

some caveats) 

Å No regulation of clientôs usage 
ï Anyone can pick an event name and use it 

ï Creates potential for conflict 

ï List of in-use events available on NSTX-U SW page 

Å Two flavors, UDP and TCP/IP 

Å Configured through registry (Windows) or shell environment (UNIX/Linux)  

Å Cluster modules (nstx/mdsplus, nstx/mdsplus_alpha, etc. ) sets the 

configuration 

Å Dedicated event server ñmustangò services user events. 
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ev2files.pro sumEvents.pro 

X 

 

 

 

 

 

Test_a 

Test_b 

Test_c 

Test_d 

CorD 
AandB 

123456 

123456 

0 

0 

0 
123456 

AandB = Test_a & Test_b 

CorD/EPICS = Test_c | Test_d 

é 

Init File EVS.QCS 

Log File log/idlQCSserver.log 

X 

X 

MonEvents.pro 

11:29:01 ev2files wrote EventShots/Test_a.123456  

11:29:02 sumEvents saw event Test_a for shot 123456 

11:29:13 ev2files wrote EventShots/Test_b.123456 

11:29:13 sumEvents saw event Test_b for shot 123456          

11:29:13 sumEvents declaring event AandB for shot 123456 
 

Test_a.123456 

Test_b.123456 

Event óTest_aô for 123456 

Event óTest_bô for 123456 

MDSplus 

Event 

Server 

EPICS 

Displays 

Alarm 

Handlers 

Trending 

Plots 

EPICS 

Events 

EPICS  

Distributed 

Database 

 

MEMS event-summation data flow 
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Plotting Options 

ωScope family 

ςDWScope (solid; many examples available to start from) 

ς jScope (uses java; color, overlays, contours, animations) 

ωWeb Tools  

ςNow can run from file input 

ςActively maintained, e.g., Open Science options coming 

ωReviewPlus from GA 

ςBugs will be fixed 

ςDifficult to add features 

ωCustom written programs 

ς IDL (most widely used here; $33K/year with questionable future) 

ςMatlab (a more modern choice) 

ςPython (free and being used more and more in fusion community) 
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jTraverser good for examining MDSplus tree 

heirarchy and signal expressions  
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jscope for plotting MDSplus signal expressions 

(start with someone elseôs file and customize) 


