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The effect of lithium (Li) wall coatings on scrape-off-layer (SOL) turbulence in the National
Spherical Torus Experiment (NSTX) is modeled with the Lodestar SOLT (SOL Turbulence) code.
Specifically, the implications for the SOL heat flux width of experimentally observed, Li-induced
changes in the pedestal profiles are considered. The SOLT code used in the modeling has been
expanded recently to include ion temperature evolution and ion diamagnetic drift effects. This
work focuses on two NSTX discharges occurring pre- and with-Li deposition. The simulation den-
sity and temperature profiles are constrained, inside the last closed flux surface only, to match those
measured in the two experiments, and the resulting drift-interchange-driven turbulence is explored.
The effect of Li enters the simulation only through the pedestal profile constraint: Li modifies the
experimental density and temperature profiles in the pedestal, and these profiles affect the simu-
lated SOL turbulence. The power entering the SOL measured in the experiments is matched in the
simulations by adjusting “free” dissipation parameters (e.g., diffusion coefficients) that are not
measured directly in the experiments. With power-matching, (a) the heat flux SOL width is smaller,
as observed experimentally by infrared thermography and (b) the simulated density fluctuation
amplitudes are reduced with Li, as inferred for the experiments as well from reflectometry analysis.
The instabilities and saturation mechanisms that underlie the SOLT model equilibria are also dis-
cussed. VC 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4930285]

I. INTRODUCTION

Understanding particle and heat transport in the edge
and scrape-off-layer (SOL) is important because edge ped-
estal profiles impact the overall fusion performance of
ITER and future fusion devices, while the SOL heat-flux
width k impacts the survivability of divertor target plates.
One important question is whether the SOL width is set by
turbulence or by neoclassical transport and how it, and the
related peak power load on the divertor, can be controlled.
Another issue is how wall conditioning can be exploited to
improve tokamak performance. These considerations moti-
vated the study of lithium (Li)-coated walls in the National
Spherical Torus Experiment (NSTX) and the 2D turbulence
modeling described in the present paper. The computed
heat-flux widths in the turbulence-dominated simulations
with and without Li agree qualitatively with the experi-
ments. The results of this study imply a novel linkage
between pedestal profiles and SOL profiles due to non-local
turbulent transport.

It has been established that lithium (Li) wall condition-
ing improves tokamak performance. With lithium deposition
on plasma-facing components (PFCs) in NSTX, observed
improvements include increases in electron and ion tempera-
ture, increases in energy confinement times, and reduced
magneto-hydrodynamic turbulence1 including the suppres-
sion of edge-localized modes (ELMs).2 It is generally

believed that a lithium coating provides improved perform-
ance through reduced ion (deuterium) recycling and better
high-Z impurity control at the PFCs. However, predictive
models of the interplay between plasma edge conditions and
recycling dynamics are scarce, and the origins of improved
confinement in lithium deposition are a topic of on-going
investigation. For example, Canik et al.3 have postulated that
changes in electron temperature gradient (ETG) and micro-
tearing instabilities, driven by lithium-induced changes in
the density gradient, could be responsible for ELM suppres-
sion and improved confinement, respectively.

In a series of discharges in NSTX,4,5 electron density
and pressure profiles in the edge pedestal region relaxed (i.e.,
profile gradients decreased) significantly (!50%) with
increasing lithium deposition. Along with the profile relaxa-
tion, reduced recycling, decreased electron transport, and
ELM suppression were observed. ELM suppression was
attributed to the reduced drive of magneto-hydrodynamic
instabilities (peeling-ballooning modes) that comes with
reduced pressure gradients in the edge region. A reduction in
the intensity of the deuterium alpha-line emission (Da),
measured at the lower divertor in these discharges, is particu-
larly noteworthy in the context of this paper, as it points to a
possible reduction in turbulent transport across the separatrix
and reduced recycling. It has been observed by infrared ther-
mography (IRTV) that Li deposition reduces both the radial
heat flux (q?) and the heat flux width, k, at the divertor and
so, by magnetic field line mapping, reduces k in the outboard
midplane (OM) in NSTX.6a)email: dave@lodestar.com
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Interpretative transport studies7 of two of the NSTX dis-
charges, one with and one without lithium coated PFCs, con-
cluded that a decrease of !75% in the particle and energy
transport coefficients, D and ve, was consistent with the
observed profile relaxation with Li deposition. That calcula-
tion was based on a diffusive transport model inside the sep-
aratrix and did not include a contribution from turbulent
convection. The same study provides evidence that lithium
decreases turbulent fluctuations in the edge and SOL. Edge
reflectometry measurements suggest normalized density fluc-
tuations (dn/n) of !10% in the pre-Li case and !1% in the
with-Li case, just inside the separatrix, with the pre-Li value
approaching unity in the near-SOL. Thus, further investiga-
tion of the effects of lithium on turbulent transport is well
motivated.

In the present study, we model turbulent transport in
these two NSTX discharges, one with and one without lith-
ium, using a newly updated version of the SOLT code. This
approach was motivated by previous successful studies of
the SOL heat-flux width in low-power H-mode discharges in
NSTX8 and of an EDA H-mode in Alcator C-Mod.9 As in
those studies, we focus on the heat-flux width under the con-
straint of matching the power crossing the separatrix in the
simulations with the neutral beam injection (NBI) power in
the experiments. It is demonstrated that the observed reduc-
tion in the SOL heat-flux width corresponds to the reduction
in interchange-driven turbulent transport in the model simu-
lations, which results from the gentler edge pedestal pressure
profiles associated with lithium deposition.

In addition to the SOLT modeling just discussed, there
has been other recent theoretical work on turbulence simula-
tions of the SOL width. In one study with the ESEL code,10

numerical simulations of SOL L-mode turbulence were used
to create a large database of simulation results. Then, regres-
sion analysis was used to construct power-scaling laws for
the characteristic decay lengths of the temperature, density,
and heat flux at the outer midplane. In another paper,11 a pre-
dictive theory of the SOL width, applicable to the SOL of
inner-wall limited plasmas, was developed and tested by 3D
flux-driven simulations with the GBS code. Various aspects
of the theory, such as saturation physics, parallel dynamics,
and system size scaling, were tested and verified. Comparing
SOLT with these codes, it is important to note that SOLT
has finite ion temperature and ion diamagnetic physics
thought to be important in H-mode discharges; given the
strong sheared flows in a typical H-mode, the SOLT simula-
tions tend to show a competition between saturation mecha-
nisms (sheared flow vs. profile relaxation) in H-mode,
whereas the GBS code shows that profile flattening is the
dominant turbulent saturation mechanism in L-mode.12 In
addition to finite ion temperature equations, and the dimen-
sionality of the various fluid codes, another important dis-
tinction is the use (or not) of the Boussinesq approximation
(BA). This somewhat questionable approximation is not
employed in the present version of SOLT. Finally, going
beyond fluid modeling, gyrokinetic turbulence simulations
addressing the SOL heat flux width in full toroidal geometry
have begun to make important contributions.13 Thus, a

number of 2D and 3D codes have proved useful in simulat-
ing the SOL width for particles and energy.

The rest of the paper is organized as follows. The newly
updated SOLT model equations, which now include the self-
consistent evolution of the ion pressure and ion diamagnetic
drift, are described in Sec. II. Section III describes the experi-
mental input to the SOLT simulations. This includes matching
to the experimental density and temperature profiles inside the
separatrix and matching the power crossing the separatrix
(PSOL). The power-matched heat flux widths are the main
results of this paper. Section IV discusses the mean flows
observed in the simulations. Gas-puff imaging (GPI) data pro-
vide information on flow velocities in NSTX. To enable com-
parison with the GPI data, in Sec. IV, we introduce a structure
velocity diagnostic for the simulations and demonstrate its de-
pendence on flow damping. Section V presents a summary
and our conclusions. Appendix A discusses the analytic clo-
sures used to express the parallel dynamics in terms of the var-
iables of the 2D model. Finally, Appendix B discusses the
effect of the finite-Ti terms in the model on prepared blob
propagation with and without the Boussinesq approximation.

II. MODEL EQUATIONS

SOLT is a two-dimensional (2D) electrostatic fluid tur-
bulence code. The code models the evolution of potential,
density, and temperatures (electron and ion) in a plane per-
pendicular to the magnetic field B in the OM region of the
torus. The simulation plane is the (x,y) plane in a Cartesian
space where x, y, and z are, respectively, the radial, binormal
(approximately poloidal), and parallel (to B) coordinates.
The potential is obtained from a generalized vorticity. SOLT
contains a reduced description of the electron drift wave and
interchange instabilities, and sheath physics. The latter per-
mits a description of the sheath-driven temperature gradi-
ent14 instability and the implementation of sheath boundary
conditions on interchange modes. Curvature- and rB-driven
charge polarization enables transport of enhanced density
structures (blobs) with strong fluctuations (~n/n! 1) from the
edge into the SOL. The parallel physics is modeled by clo-
sure schemes that depend upon the collisionality regime.15

Other important features of the model are that (i) it does not
use the Boussinesq approximation and (ii) it retains ion tem-
perature effects (Ti 6¼ 0). The first feature is important for
blob propagation studies (see Appendix B). The second point
is important for H-mode simulations, where the ion diamag-
netic drift is often coupled to the E# B drift. Warm ions,
which are expected to be present in the edge and SOL
region,16,17 also influence the dynamics of turbulence and
blob propagation.18–23

In dimensionless form, the SOLT model equations are

@t þ vE %rð Þq ¼ (2b# j %r pe þ pið Þ ( ashJjj ( Adw U; nð Þ

þ lr2q( !!q !q þ 1

2
nvdi %rr2U

þ 1

2
r2 vE %rpið Þ (

1

2
vE %rð Þr2pi

þ 1

2
b %rv2

E #rn; (1)
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ð@t þ vE %rÞn ¼ (ashCjje þ AdwðU; nÞ þ Dnr2nþ Sn; (2)

ð@t þ vE %rÞTe ¼ (ashqjje=nþ DTer2Te þ STe; (3)

ð@t þ vE %rÞTi ¼ (ashqjji=nþ DTir2Ti þ STi; (4)

where the generalized vorticity q evolved in Eq. (1) is
defined by

q ¼ (r % ðnrUþrpiÞ: (5)

The equations are written in dimensionless form using
Bohm normalization with reference time-scale Xci

(1¼ (ZeB/
mic)(1 and space-scale qsr¼ csr/Xci, where c2

sr¼Ter/mi and
Ter is a reference temperature for the normalization. U is the
electrostatic potential, n is the electron density, Te,i are the
electron and ion temperatures, and pe,i¼ n Te,i are the corre-
sponding pressures. The E# B velocity is vE¼ b#rU,
where b is a unit vector in the magnetic field direction, per-
pendicular to the plane of the simulations. The ion diamag-
netic drift velocity is vdi¼ b#rpi/n. The over-bar, e.g., !q in
Eq. (1), denotes the y-average or mean, and we employ the
over-tilde to denote fluctuations about the mean.

This edition of the SOLT code differs from previous
ones in that it evolves the ion temperature and the general-
ized vorticity defined in Eq. (5), thus dynamically coupling
the ion diamagnetic and E# B drifts. The vorticity evolution
(1) is consistent with the drift-ordered, reduced-Braginskii
fluid model version derived by Simakov and Catto24 and is
used in the BOUT code.25 In Eq. (1), the damping of the
mean vorticity (!!!q !q) provides mean flow damping, e.g.,
by charge-exchange with neutrals. Note that q ¼ 0 is satis-
fied by vE¼(vdi. Thus, to lowest order, flow damping
encourages !vE;y¼(!vdi;y. The other new terms in Eq. (1)
vanish in the limit of zero ion pressure and provide finite
Larmor radius (FLR) stabilization. The last term originates
in the convective derivative, vE%r, acting on r%(nrU) in the
generalized vorticity. It is important for describing the
Kelvin-Helmholtz (K-H) instability in the presence of a den-
sity gradient.

The curvature and grad-B forces combine in the first
term (!j ) b%$b) on the right-hand side of Eq. (1) to drive
the interchange instability. In our coordinate system, this
term is simply b @y(peþ pi), where b¼ 2qsr/R and R is the
radius of curvature of the magnetic field (1/j), here
approximated by the (low field side) major radius of the
tokamak. The linearized equations recover the interchange
growth rate, c2

mhd ¼ (b@xðpe þ piÞ, now including the ion
pressure contribution.

Thus, the main instability drive mechanisms in the
model are curvature-interchange, drift wave, Kelvin
Helmholtz, and sheath instabilities. The collection of unsta-
ble modes grows into a nonlinear quasi-steady saturated
state. In general, the model permits saturation by wave-
breaking (profile modification) and sheared flows. Ion dia-
magnetism, the generalized (i.e., finite pi) Reynolds stress,
and the sheath closure conditions all play a role in the evolu-
tion of the generalized vorticity, expressed by Eq. (1), and so
all play a role in determining the radial electric field and the
sheared flows, vE and vdi, through Eq. (5). The dependence

of the saturation levels on the strength of the sheared flows
will be discussed in Sec. IV.

The current density Jjj, electron particle flux Cjje, and
heat fluxes qjje,i in Eqs. (1)–(4) close the system of equa-
tions when expressed in terms of U, n, Te, and Ti. Those
closure relations, valid for a range of collisionality
regimes, from conduction-limited (at high collisionality) to
sheath-connected, are discussed in Appendix A and in a
previous paper that directly motivates the present work8

(expressions given there are slightly modified here to
include the ion temperature in the present study). We
emphasize that the current and heat flux adjust continu-
ously between sheath- and conduction-limited expressions
in the SOL as the fields evolve, depending self-consistently
on the character of the turbulence. Terms proportional to
ashðxÞ describe losses to the sheath in various collisionality
regimes. The operator Adw, which is proportional to a coef-
ficient adw, is a model drift-wave operator, also discussed
in Appendix A.

The equilibrium profiles vary in the x (radial) dimension
in the simulations. The core-side boundary is at x¼ 0, the
separatrix is at x¼Lx/2, and the far-SOL boundary is located
at x¼Lx, where Lx is the simulation box size. We also define
a local radial coordinate Dx ¼ x( Lx=2 such that the separa-
trix is located at Dx ¼ 0.

The separatrix is modeled by choosing the drift wave
and sheath profiles, adwðxÞ and ashðxÞ, properly in each radial
region. In the edge region (Dx < 0), drift-wave physics is
retained and the field lines are closed, so adwðDxÞ > 0 and
ashðDxÞ¼ 0 throughout this region. In the SOL region
(Dx > 0), the drift-wave contribution is small and the field
lines terminate on sheaths, so ashðDxÞ > 0 and adwðDxÞ ¼ 0.
In this paper, we refer to the boundary between the drift-
wave and sheath regions (Dx¼ 0) as the “separatrix” even
though our 2D model does not have X-point geometry. An
example of typical adw and ash profiles is shown in Fig. 1 of
Ref. 9.

Note that the two-dimensional nature of the SOLT
model does not permit a complete treatment of drift-wave
physics: only a single dominant kjj mode can be retained,
which we take to be global in scale: kjj! 1/qR, where q is a
representative value of the safety factor and R is the major
radius. Short scale drift waves have been shown to result in
secondary instability and turbulence that dissipates the blob
as it propagates across the SOL.26 Note that the SOLT model
does include short scale k? modes but, because of the choice
kjj¼ 0 in the SOL, any short scale modes there will not be
drift waves. Such secondary instability effects from drift
waves are represented in the present model by an appropriate
choice of Dn as discussed subsequently.

Explicit diffusion coefficients are l, Dn, DTe, and DTi.
These describe diffusive transport processes in addition to
that generated self-consistently by drift-interchange turbu-
lence, e.g., neoclassical transport, collisional transport proc-
esses due to neutrals, and instabilities outside the scope of
the present model. As it is difficult to extract appropriate val-
ues for these coefficients from experimental data, we regard
them as “free” parameters and adjust them to achieve physi-
cally credible results: they should dissipate the high-k
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turbulence but not be so large as to dominate the SOL heat
flux width or turn off instability. In Sec. III, we describe
adjusting the density diffusion coefficient Dn to tune the
power PSOL in the simulations to match that observed in the
experiments. An exhaustive scan of the free parameters has
not been conducted, but we present a physical mechanism re-
sponsible for the scalings reported here that is independent
of these ad hoc choices.

The sources, Sn, STe, and STi, have the form Sn¼ !n

(n0(x)( n), etc., which tends to restore the reference pro-
files (n0(x), etc.) taken from the experiments. The plasma
sources are non-zero only inside the separatrix; evolution in
the SOL is source-free, i.e., we assume that recycled neu-
trals are not ionized in the SOL. The y-averaged values of
the sources represent neutral ionization and plasma heating.
The sources also maintain profiles against fluctuations, born
in the outboard midplane region, with plasma that streams
in and out of the midplane region along the closed field
lines.

The boundary conditions are as follows. All fluctuations
vanish at both x-boundaries. In particular, the electrostatic
potential is taken to be constant at both radial boundaries,
and these conditions are used to solve Eq. (5) for the poten-
tial. At the far-SOL boundary, the constant is 3Te, (i.e., /B

see Appendix A), which is consistent with the sheath-limited
parallel current that dominates the vorticity evolution in the
far-SOL. The inner boundary (x¼ 0) is taken to be suffi-
ciently within the core region (Dx< 0) and away from the
steep-gradients of the edge region that there is no source of
turbulence there. The drift-interchange-born fluctuations,
considered here, that might propagate back from the edge,
where they are born, to this boundary, are absorbed by dissi-
pation in the model. Thus, no fluctuations reach the inner
boundary in the simulations. The turbulence is homogeneous
in the y (bi-orthogonal, approximately poloidal) direction,
where periodic boundary conditions are applied.

The goal of this paper is to use the SOLT model to study
the edge and SOL turbulence in NSTX for two discharges
with and without Li. Although the ion temperature is
retained here (and is thought to play a significant role), a
detailed study of the effects of ion temperature on edge tur-
bulence is left to future work. However, the interested reader
is referred to Appendix B, where the effects of Ti (and the
Boussinesq approximation) are illustrated using seeded blob
simulations.

III. SOLT SIMULATIONS

A. Experimental input to SOLT

The parameters and profiles for the simulations are taken
from two discharges in NSTX: one without lithium, or “pre-
Li,” #129015, and one with lithium, or “with-Li,” #129038.
These discharges are described in Ref. 7 and are two in a se-
ries exploring edge turbulence reduction resulting from lith-
ium deposition on plasma-facing components. Both
discharges were 0.8 MA H-modes driven by NBI. The pre-Li
discharge was heated with 3.9 MW NBI, and the with-Li dis-
charge with 2 MW NBI. Despite the difference in injected
power, the stored energy was the same in both discharges
due to the improved energy confinement that comes with
lithium deposition. We fit the density and temperature pro-
files measured in the experiments with hyperbolic tangent
functions, as illustrated in Fig. 1. Simulation profiles relax to
these (via the sources Sn, STe, and STi described in Sec. II)
on the core side of the separatrix (Dx< 0) only, at rates that
vanish monotonically as the separatrix is approached, i.e., as
Dx &nbsp;! 0((). The dashed lines in the figure indicate
that the density and temperatures are increasingly free to
evolve as the separatrix is approached and totally uncon-
strained in the SOL.

The currents and fluxes in Eqs. (1)–(4) are functions of
the turbulence (U, n, Te, and Ti) that depend on the fixed pa-
rameters of the experiment through the profiles adwðxÞ and
ashðxÞ,8 as discussed in Section II and in Appendix A. For
example, the sheath coefficient ashðxÞ is proportional to the
inverse connection length from the OM to the divertor sheath
in the SOL. The sheath tends to dominate parallel transport
in the SOL as the connection length decreases.

B. Matching PSOL to the experiments

The experimental value of PSOL is taken to be the input
NBI power. Ohmic heating, radiation, and losses due to
charge exchange with neutrals are neglected. For the simula-
tions, PSOL is the radial heat flux (q?) at the separatrix, inte-
grated over the poloidal (h) and toroidal domains. Assuming
that there are no heat sources in the SOL and integrating r %
q ¼ 0 over the SOL (Dx> 0), we obtain

PSOL ¼
ð

dA % q? ¼
ð

dx qjj2pRBh=B; (6)

FIG. 1. Reference profiles of density
and temperature, relative to the separa-
trix at Dx¼ 0, for (a) the pre-Li dis-
charge (#129015) and (b) the with-Li
discharge (# 129038). The solid pro-
files are constrained to match the ex-
perimental data, but the dashed profiles
are set by the turbulent transport. Note
that the edge gradients are smaller in
the case with Li.
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where we have used rjjqjj¼ (1/!R)@qjj/@h with the local
safety factor defined as !¼ rB/RBh. Additionally, we assume
that q? is negligible at the far-SOL boundary (the factor 2pR
is from the toroidal integral). Here, qjj is the sum of the elec-
tron and ion fluxes, qjj,e and qjj,i, indicated in Eqs. (3) and (4)
and defined in Appendix A.

Quasi-steady-state turbulence requires a balance of the
free energy drives with the dissipation. High-k dissipation is
required in the dual cascade to remove vorticity from the
plasma. Since the exact nature of the experimental dissipa-
tion is unknown, our simulations use diffusive terms for this
purpose. We will show that the ad-hoc diffusion terms do
not dominate the transport but do regulate the turbulence.

For reasonable choices of the dissipation parameters !!q ,
l, Dn, DTe, and DTi, the SOLT simulations can recover sev-
eral of the experimental observations. For example, the den-
sity diffusion parameter Dn in the simulation can be adjusted
to recover the experimentally observed value of PSOL, the
power flowing into the SOL. In this figure, the large circles
indicate the measured values of PSOL: 3.9 MW in the pre-Li
discharge and 2.0 MW in the with-Li discharge. Over the
range studied in Fig. 2, PSOL generally decreases with diffu-
sion and is smaller after Li is introduced.

The corresponding heat-flux profile width k is shown in
Fig. 3. Here, we use the Loarte definition27 of k (cf. Eq. (6)

k ¼ PSOL

qjjðDx! 0Þ2pRBh=B
" # : (7)

The electron and ion contributions are shown separately for
the pre-Li and with-Li cases. Generally, and in particular, for
the power-matched cases, the simulated k is smaller for the
with-Li case than for the pre-Li case, consistent with the
trend observed in experiments. Also note that the width
decreases with increasing diffusion coefficient, Dn, particu-
larly in the pre-Li case. If diffusion were driving the heat
flux, one would expect k to increase with increasing Dn, but
the opposite is observed in the simulations: the turbulence
drives the heat flux and the diffusion damps the turbulence.

Since the simulated heat transport is determined by the
turbulence, not the ad hoc dissipation, we can expect the
simulation results for pre-Li and with-Li to be physical

consquences of the interchange turbulence simulated by the
SOLT code. The values of heat-flux profile width obtained in
the simulations by power matching are shown in Table I for
both electrons and ions. This is the main quantitive result of
this paper. The remainder of the paper is devoted to obtain-
ing a deeper understanding of the underlying turbulence and
the mechanism for turbulent SOL transport.

The corresponding density fluctuations in the simula-
tions confirm that the drift-interchange-driven turbulence is
weaker for the smaller pedestal pressure gradients obtained
with Li and stronger for the steeper pre-Li profiles. The
resulting fluctuations at Dx ¼ (3 mm are plotted vs Dn in
Fig. 4. The use of Li leads to reduced fluctuation amplitudes
(and thus reduced turbulent transport) in the SOL. This con-
clusion is robust over a wide range of diffusion parameters.

As shown in Fig. 5, the density fluctuations at the sepa-
ratrix are weaker across the entire wave-number spectrum in
the with-Li case. This result is in qualitative agreement with
inferences made from modeling of reflectometry measure-
ments.7 Also note that the peaking at small k in Fig. 5 is typi-
cal of drift-interchange turbulence (the inverse cascade).
Thus, Figs. 4 and 5 lead to the conclusion that turbulent heat
transport is weaker for the broader pressure profiles with
lithium, as can be expected for a gradient-driven interchange
mechanism.

In interpreting these results, we assume that the SOL
transport is ultimately caused by turbulent convection of
plasma across the field lines due to the local turbulent E#B
drifts. However, the local electric field can arise either from
local instabilities, or in some circumstances, from instabil-
ities driven at “remote” locations, e.g., due to a type of

FIG. 2. Power flowing into the SOL, PSOL, from SOLT simulations vs.
(100#) the density diffusion coefficient Dn, normalized by the reference
Bohm value of 293 m2/s. The large circles indicate the intersection of the ex-
perimental values of PSOL with the simulation results. The diffusion coeffi-
cient in the simulation is chosen to give power-matching to the experiment.

FIG. 3. Simulated heat-flux profile width k (Eq. (7)) in the SOL vs. (100#)
the density diffusion coefficient Dn, normalized by the reference Bohm
value of 293 m2/s, for electrons (black) and ions (red) in the pre-Li (open
circle) and with-Li (closed circle) cases. Note the general trend that k
decreases with Dn. Stronger diffusion reduces the turbulent transport and
the turbulence-induced flattening of the SOL profiles (giving smaller k).
The values of k corresponding to power-matching (see Fig. 2) are given in
Table I.

TABLE I. The heat-flux width k obtained by power-matching the simulation
and the experiment, as explained in the text. Results are shown separately

for electrons and ions with and without Li.

Discharge Conditioning Power (MW) ke(cm) ki(cm)

129015 Pre-Li 3.9 0.29 0.41

129038 With-Li 2.0 0.24 0.32
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turbulence spreading. Of interest here, in the latter case, is
the emergence of turbulent convection across the separatrix,
either in the form of intermittent convective cells or ejected
blob-filaments. In this case, which is called “distributed
turbulence” in Ref. 28, there can be an inverse relationship
between the pressure gradient scale length kp (near the ped-
estal) and the heat flux width in the SOL (kq ¼ k). The pres-
sure gradient drives the turbulence and determines the heat
flux width. In Ref. 28, the following scaling was derived for
E#B turbulence using the steady-state power balance equa-
tion in the SOL:

kq *
qRc ~v2

x

gcsjxj2kp

; (8)

where x is the frequency and c is the growth rate of the lin-
ear mode, cs is the sound speed, ~v2

x is the saturation level,
and in the sheath limited regime, g becomes the sheath
energy transmission factor. The other symbols are standard.
The important point for the present discussion is that
kq / 1=kp.

In the simulations discussed here, the pre-Li case with
steep pedestal profiles (small kp) was compared to the dis-
charge with Li where the pedestal profiles were much more

gentle (large kp). Since the simulation profiles were con-
strained to match the equilibrium profiles inside the separa-
trix (but not in the SOL!), we essentially specified kp for
both cases. In qualitative agreement with experimental
observations, the simulations show that smaller kp in the
edge pedestal region corresponds to larger kq in the SOL,
i.e., the midplane SOL width is largest in the pre-Li dis-
charge and smaller in the with-Li discharge. In SOLT, we
interpret the reduced SOL width kq as resulting from the
more weakly driven turbulence in the large kp case. With
less turbulence, there is less profile flattening in the SOL and
thus smaller kq. Thus, the simulation confirms the inverse
relationship in Eq. (8) and shows qualitative agreement with
the experiment.

IV. MEAN FLOWS IN SOLT TURBULENCE

Sheared mean flows reduce the interchange growth rate
and act as transport barriers in the edge region. To the extent
that the heat flux width is determined by turbulent transport,
as described in Section III, it is important to explore the
mean flows in the simulations and to compare them with
those observed in the experiments. If the flows can be modi-
fied in the simulation by changing parameters accessible in
the experiments, it would have important implications for
controlling the turbulent transport and the heat flux width.

The time-averaged mean poloidal flow, hvE;yi, for the
power-matched, pre-Li simulation is shown in Fig. 6. The
shape of the profile is generic for these simulations: a near-
sonic, positive maximum (in the electron diamagnetic drift
direction) inside the separatrix, with flow reversal in the
SOL where the sheath enforces the Bohm potential (3Te) and
consequent negative (ion diamagnetic direction) flow. Thus,
there are flow shear layers, @xhvE,yi, on either side of the
high pressure gradient region, where the ion diamagnetic
drift, hvdi,yi, also plotted in Fig. 6, has a negative global min-
imum. The maximum magnitude of hvE,yi in the simulations
is much larger than the poloidal turbulent structure (blob)
velocities observed near the separatrix with GPI on
NSTX.29,30 Poloidal velocities inferred from probe measure-
ments in typical NSTX H-mode discharges are somewhat
larger but still well below the magnitudes shown in Fig. 6.31

This raises the question of how blobs move in the presence
of background flows.

FIG. 4. Simulated turbulent fluctuation amplitudes hj~n=nji vs (100#) the
density diffusion coefficient Dn, normalized by the reference Bohm value of
293 m2/s, for the pre- and with-Li discharges at the radial position
Dx ¼ (3 mm. This figure shows that the use of Li leads to reduced fluctua-
tion amplitudes in the edge and thus ultimately reduced turbulent transport
in the SOL. This conclusion is robust over a wide range of diffusion
parameters.

FIG. 5. Simulated turbulent fluctuation spectrum hj~n(ky)j2i vs ky for the pre-
and with-Li discharges at the separatrix (Dx ¼ 0). This figure shows that
density fluctuations are weaker across the wave-number spectrum for the
case with Li.

FIG. 6. Poloidal E#B and ion diamagnetic drift velocities (vE,y and vdi,y,
respectively) averaged over the poloidal dimension (y) and time for the
power-matched pre-Li simulation. Error bars are standard deviations.
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To explore this question, we introduce a synthetic struc-
ture velocity for the simulations. Near the separatrix, blob
density tracks in (y,t) space show up as strong linear features
in the power spectrum of the density fluctuations. Thus, at
each radial location (Dx), we define the structure velocity to
be the phase velocity at the global maximum of the power
spectrum, j~nðDx; ky;xÞj2. This definition gives the solid
black line in Fig. 7.

When this velocity is plotted as a function of Dx, it is
seen to be constant on radial intervals (see Fig. 8). One such
interval includes the pedestal region and overlaps the separa-
trix, extending into the near-SOL, while another starts near
the flow-reversal point and extends into the far-SOL. Linear
analysis of the time-averaged turbulence profiles reveals dis-
tinct normal modes localized to these radial zones.
Interestingly, phase velocities constant in distinct radial
zones and exhibiting jumps near the separatrix were also
seen in an analysis of GPI data on Alcator C-Mod.32 From
this, we conclude that in SOLT, modes localized to radial
zones underlie the turbulence.

Several features in Fig. 8 are notable. One is that the
observed structure velocities tend to lock on to values at the
extrema of the profile function hvE,yþ vdi,y/2i. These points
are near the locations of the minimum velocity-shearing rate.
We speculate that the modes center themselves at these loca-
tions, since they are most favorable to robust linear growth.
Next, we explore the question of why the profile of signifi-
cance is hvE,yþ vdi,y/2i.

There are several characteristic velocities that enter the
theory: vE is the lowest order guiding center velocity and the
perpendicular convection velocity for particles and heat;
v¼ vE þ vdi is the total ion fluid flow velocity, i.e., the veloc-
ity appearing in lowest order force balance, niZe(Eþ v#B/
c)¼rpi. As we show in the following, under reasonable
assumptions, vE,yþ vdi,y/2 is the group velocity of an

interchange mode, and finally there is the structure velocity
defined in Fig. 7, which may be related to the poloidal blob
propagation speed. To understand the group velocity better,
consider the well-known dispersion relation for linear waves
in a plasma with FLR effects33

~x ð~x ( x+iÞ þ c2
mhd ¼ 0; (9)

where ~x ¼ x( kyvEy is the frequency in the E#B drift
frame, x+i¼ kycsqs/kpi, ~xx+i is the FLR stabilization term,

and cmhd * cs/(Rkp)1/2 is the interchange mode growth rate.
In the limit cmhd , x+i, we solve the quadratic equation (8)
to obtain the following expression for the phase and group
velocity:

vg ) dx=dky ¼ vE;y þ vdi;y=2; (10)

which gives the black curves in Fig. 8. Thus, for the simula-
tions discussed here, the structure velocity of the separatrix-
spanning turbulence is nearly given by the phase and group
velocity of an ion-diamagnetic-modified interchange mode,
in the local approximation to the dispersion relation. The
correspondence between the structure velocity and the group
or phase velocity is expected for small perturbations; it is not
at all clear it should hold in the nonlinear regime. The issue
of understanding turbulent structure velocities in general
remains a topic of ongoing investigation.

Figure 8 also shows that in the absence of flow damping,
the maximum structure velocity is of order 100 km/s in the
pedestal region, which is much larger than the structure veloc-
ity measured by the GPI29,30 (1–5 km/s) for a wide range of
NSTX discharges including ones similar to the present pre-Li
case. But, with the flow damping parameter (!!q , cf. Eq. (1))
greater than zero, the computed value of the structure velocity
at the separatrix decreases to 32 km/s, while the far-SOL veloc-
ity remains at (() 6 km/s (at the limiter entrance). So at least
in the pre-Li case, where we studied this effect, flow damping
is able to bring the simulation velocities closer to the experi-
mentally measured values. This observation motivated us to
investigate the effect of flow damping on the power budgets in
the pre-Li and with-Li discharges, as shown in Fig. 9.

Plotted in Fig. 9 is the heat flux (PSOL) versus the damp-
ing parameter !!q for vorticity. This parameter also strongly

FIG. 7. The definition of the synthetic structure velocity, based on the den-
sity fluctuation spectrum j~nðDx; ky;xÞj2, is illustrated at the separatrix
(Dx¼ 0). At each Dx, the structure velocity is defined as the phase velocity
at the power maximum (circled), typically associated with a relatively nar-
row resonance (solid line). A broader resonance, which also exhibits a char-
acteristic velocity (dashed line), is associated with a subdominant mode.

FIG. 8. The structure velocity in the pre-Li simulations without (a, red) and
with (b, blue) flow damping, constant on radial zones, reveals underlying ra-
dial eigenmodes. The group velocity profile hvE,yiþ 1

2 hvdi,yi (black) is
shown for comparison: without (c) and with (d) flow damping.
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affects the flow shear. In the pre-Li curve, there is a transi-
tion from the weak damping (low !!q ) regime, where the
sheared flow is strong and suppresses the turbulence, to a
strong-damping (high !!q ) regime, where the flows are too
weak to control the turbulence and the saturation is due to
profile flattening (wave breaking) instead of sheared-flow
stabilization.9 In general, simulations show that as flow
damping increases, and flow shear decreases, turbulent satu-
ration levels rise, until they plateau in the wave-breaking re-
gime. In the with-Li case, the profiles are so relaxed that the
flows are weak and the damping is unimportant: saturation at
wave-breaking levels is still small.

The physical origin of flow damping is not yet clear.
Neutral friction provides one possibility; however, if typical
NSTX midplane values of neutral density34 are employed,
the friction is too small to account for the values of !!q

explored here. It is possible that zonal and mean flows (being
poloidally symmetric) could be affected by the much larger
neutral density expected in the divertor and X-point region,
but neutral measurements in the X-point region are not avail-
able at present.

The relationship of edge neutral density to poloidal flow
velocity is also discussed in Ref. 29 where, in similar dis-
charges, a slight but systematic increase in the poloidal ve-
locity with Li deposition was observed. Li is generally
thought to reduce edge recycling and hence edge neutral den-
sity and the resulting neutral friction. This could, in princi-
ple, provide a mechanism for the changes in poloidal flows
observed in that work. This same mechanism might be
related to the need for flow damping in the pre-Li simulation
in order to obtain better agreement with experimental struc-
ture velocities.

Finally, note that flow damping raises the heat exhaust
for the pre-Li profiles and thereby increases the interaction
of the plasma with the wall. It also imposes the profile con-
straint hvE;yi !( hvdi;yi as !!q !1 (cf. Eq. (5)).

V. SUMMARY AND CONCLUSIONS

In this paper, SOLT simulations have been compared
with experiments on NSTX with and without lithium deposi-
tion. One goal was to explore the nature of the interchange

turbulence using Li to modify the pressure profiles, which
drive the turbulence. A second goal was to see whether the
relatively simple SOLT 2D turbulence model could repro-
duce the experimental trends and whether the trends
observed in the SOL heat flux width may be attributed to tur-
bulent transport.

The main conclusions of our study are as follows:

(1) When the simulated power flowing into the SOL, PSOL,
is adjusted to match that of the experiment, we find that
the SOL heat-flux widths are smaller for the gentler pres-
sure profiles that result from lithium deposition and
larger for the steeper pre-lithium profiles. This trend
agrees with experiment.6 See Fig. 3 and Table I. The
apparent explanation for this trend, derived from these
simulations, is that turbulent transport generated in the
lower pedestal region drives the heat flux and heat flux
width in the SOL. This is an example of “distributed
turbulence” and has the property that the scale lengths
for the pressure gradient and the SOL heat flux are inver-
sely related.28 This relationship and turbulence regime,
applicable, we argue, to lithiated H-modes in NSTX, is
not universal, i.e., independent of other conditions. For
example, cooler low confinement (L) mode plasmas are
expected to be unstable to quasi-local resistive instabil-
ities, resulting in a different transport scaling for the
SOL width.28 The inverse scaling of pedestal and SOL
widths for NSTX H-mode plasmas is an important con-
ceptual point and it will be important to understand its
generality in future investigations. Although the com-
puted SOL heat flux widths do not agree quantitatively
with the experimental ones for this discharge, they are
consistent with the range in the experimental database
(pre-Li: 4–15 mm; with-Li: 2–6 mm) for similar dis-
charges, in particular, discharges at the same value of
plasma current Ip.

(2) The simulated density fluctuations with Li at the separa-
trix are weaker across the spectrum than pre-Li fluctua-
tions, in qualitative agreement with inferences from
reflectometry measurements.7 See Figs. 4 and 5.

(3) Modes localized to radial zones underlie the turbulence.
The simulated structure velocity near the separatrix is
approximately hvE;yiþ 1

2 hvdi;yi, as expected of inter-
change modes modified by ion diamagnetic effects. The
phase velocity locks on to the values at the extrema of
this phase and group velocity profile where the velocity
shear is weak. See Fig. 8.

(4) Flow damping reduces the SOLT structure velocities
(see Fig. 9), as required for agreement with GPI observa-
tions. However, very strong flow damping would be
required to obtain values close to the GPI observations
on similar discharges, and the physical mechanism is not
apparent.

Concerning the observed and simulated narrowing of
the heat flux width with lithium, one might naively expect
that the peak power on the divertor would go up with Li
because when the SOL heat flux width kq is reduced, the
power could be concentrated in a narrower channel to the di-
vertor plates. However, this is not the case: in the NSTX

FIG. 9. Plots of the SOL heat flux PSOL vs the damping parameter !!q are
shown for (1) the pre-Li discharge and (2) the with-Li discharge. The input
density and temperature profiles inside the separatrix are steep for the pre-Li
case and gentle in the with-Li case.
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experiments,6 the peak power on the divertor was observed
to decrease with Li, making the net effect of Li beneficial.
There are a number of effects outside the scope of our mid-
plane turbulence model, which might account for this effect,
including divertor leg turbulence, and radiative and other
dissipative power losses, resulting from changes in the diver-
tor conditions with Li.

One area in which the simulations could be improved is
in reconciling the measured and simulated poloidal velocities
and in understanding the damping mechanisms. An impor-
tant topic for future studies is the possible interplay between
neutral recycling, flow damping by neutrals, and its impact
on the heat flux width. Other mechanisms that could affect
the velocities near the separatrix include neoclassical orbit
effects, ion X-point losses, or other viscous damping.
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APPENDIX A: PARALLEL CLOSURES

The SOLT simulation model has been discussed in sev-
eral recent papers.8,9,35 Here, we summarize the parallel clo-
sures used in the present version of the 2D SOLT model that
includes, for the first time, the finite ion pressure terms.

Analytical closure relations are employed to describe the
parallel dynamics. For example, the relationship of parallel
current Jjj to U is prescribed by a sheath closure on open field
lines (generalized to allow for collision-dominated regimes),
and a Wakatani-Hasegawa-like model36 for Jjj is employed on
closed field lines to capture basic drift-wave physics.

The fundamental equations for the SOLT model are the
vorticity, continuity, and temperature equations, as presented
in Eqs. (1)–(4). In these equations, the drift wave operator
Adw and drift wave parameter adw are defined by

Adwð/; nÞ ¼ adw
!T

3=2f/( T ln ng; (A1)

adw ¼
2k2
jjv

2
te

!eiXi
; (A2)

where hQi ) !Q denotes the zonal or y-averaged part and ~Q
) {Q} ) Q( !Q denotes the fluctuating part for any quantity
Q. Thus, Adw enforces a Boltzmann response on fluctuations
when the coefficient adw is large, in the spirit of the
Wakatani-Hasegawa adiabaticity parameter. Note that the
flux-surface or y-average of Adw vanishes (as it must since it
arises from rjjJjj on closed surfaces).

It remains to describe the closure relations for Jjj, Cjje,
qjje,i in terms of U, n, Te, and Ti. In the respective governing
equations, these parallel fluxes are multiplied by a dimen-
sionless characterization of the field line connection length
in the SOL, the sheath conductivity parameter

ash ¼
qsr

Ljj
; (A3)

where Ljj is the midplane-to-divertor-plate connection length
in the SOL and qsr is the reference sound gyro-radius. The
parallel current and heat fluxes are given (in dimensionless
Bohm units) by

JjjSL ¼ nðTe þ cTiÞ1=2ð1( eð/B(/Þ=TÞ; (A4)

qjjeSL ¼ sE nTeðTe þ cTiÞ1=2eð/B(/Þ=T; (A5)

qjji ¼ nTiðTe þ cTiÞ1=2; (A6)

and the parallel electron particle flux is

Cjje ¼ nðTe þ cTiÞ1=2 ( Jjj; (A7)

where UB is the Bohm potential at the sheath, c is the ratio of
specific heats, and sE is the sheath energy transmission fac-
tor. In the simulations of this paper, we take UB¼ 3Te, c¼ 1,
and sE¼ 6. Here, SL refers to the sheath-connected limit.

To account for parameter regimes in which the electrons
are more collisional, and hence not sheath limited, we define
the following conduction-limited closure relations:8

JjjeCL ¼ (
1:96nT1=2

e

K
UB ( Uð Þ

Te
; (A8)

qjjeCL ¼
3:2nT3=2

e

K
; (A9)

where the collisionality parameter K is given by

K ¼
!eiLjj
Xeqs

: (A10)

The parameter K is related to the SOL electron collisionality
parameter !+e ¼ Ljj=kei ¼ Kðmi=meÞ1=2, where kei is the
electron mean free path for collisions with ions. For interme-
diate cases, these parallel closures are interpolated to provide
a smooth connection between the sheath and conduction lim-
ited regimes. Flux limits are also imposed. Clearly, the
replacement of parallel gradient operators by 1/Ljj, implicit
in these definitions, limits the quantitative accuracy of the
model. Nevertheless, it is expected that the model will be
faithful in describing major qualitative trends with collision-
ality, as already demonstrated in previous work.9

APPENDIX B: EFFECT OF FINITE TI ON BLOB
PROPAGATION

One simple demonstration of the finite ion temperature
model is to study its effect on seeded blob motion. In agree-
ment with similar seeded blob studies,18,19,22 we show here
that finite Ti enhances the coherence of the blobs and
increases their radial motion.

Finite ion temperature enters blob physics in several
ways.20,37 First, ion pressure contributes to the interchange-
curvature drive, viz., the radial curvature “force” F !
nmic

2
s=R / ðTe þ TiÞ=R. This enhances the radial blob

motion (and increases the interchange drive for turbulence).
Second, in the Bohm sheath condition, which enters through
Jjj in the vorticity equation (1), the ion flux at the sheath
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entrance must be generalized38 to include the Ti dependence
of cs ! ðTe þ csTiÞ1=2=m

1=2
i as indicated in Appendix A.

Finally, there are additional terms in the vorticity equation
representing ion polarization currents due to finite ion
Larmor radius and gyro-viscous physics.

Figure 10 shows a comparison of seeded blob simula-
tions for three values of the dimensionless ion temperature.
For each Ti, two simulations are shown: the lower one uses
the BA and the upper one solves the full problem using a
multi-grid (MG) method.

Recall that the BA consists of taking the density to be
constant in the vorticity q. Until recently, this was a standard
approximation in most turbulence codes primarily because it
has the desirable effect of reducing Eq. (5) to a relatively
fast Poisson-solve for the potential U. But in the edge region,
where the density gradients of the mean field and of the fluc-
tuations are not defensibly ignored, this is a poor approxima-
tion. Abandoning the BA means solving the more general
and numerically time-consuming equation, typically either
by direct methods (e.g., bi-conjugate gradient39) or by relax-
ation methods.40,41 Reference 41 introduces an iterative
method for solving the non-Boussinesq equation (5) that
makes important use of an acceleration parameter (unfortu-
nately, this technique was not available when the present
research was conducted, though it has since been incorpo-
rated into SOLT).

The MG method42 offers the possibility of accelerating
convergence in relaxation methods of solving Eq. (5),
achieving acceptably accurate solutions in record time. The
method exploits the fact that numerical errors are quickly
removed (by numerical diffusion) by relaxation at shorter
spatial scales but linger at longer scales. So, the equation is
projected onto a sequence of progressively coarser grids
where relaxation on the n-th grid reduces the error at long
scales lingering on the (n( 1)-st grid that show up at inter-
mediate scales on the n-th grid. The exact solution for the
error is obtained on the coarsest grid by direct solution (by
the bi-conjugate gradient method here) and the corrected so-
lution is interpolated back to the original (finest) grid. The
method can reach a prescribed error tolerance faster than
relaxation alone on the original (finest) grid in some cases.
However, the convergence properties of relaxation methods
and their MG enhancements depend crucially on the charac-
ter of the density fluctuations that enter the non-Boussinesq

vorticity equation (5). For given density fluctuations, it may
be possible to tune the relaxation and interpolation parame-
ters to optimize convergence, but we know of no general
rule for doing so that would be useful in a turbulent setting
where the fluctuations are not constrained ab initio and
change unpredictably from time step to time step. Our suc-
cess with the method is based on trial-and-error.

The results of the seeded blob study (obtained using the
MG method and 3 coarse grids) show that the ion pressure
enhances the curvature-drive and thus both the radial motion
and the secondary instability of the blobs. Compared to the
general case, Boussinesq blobs are unstable to secondary
instabilities and liable to underestimate turbulent transport in
blob simulations. This is shown in dramatic fashion by the
computed blob tracks shown in Fig. 11. For purposes of both
verification and illustration, rather extreme parameter values
were chosen for these cases. It has been noted previously
that the BA has a similar effect in cold (Ti¼ 0) models.43 In
both cases, finite Ti terms break the bi-normal (y) symmetry
and result in induced poloidal motion.18,19

Thus, we find that retaining finite ion temperature can
have a significant effect on blob motion. In the main body of
the paper, we retained Ti in the Li turbulence studies. The so-
lution of Eq. (5) was by relaxation on three or fewer coarse
grids. The parameters of the method were chosen to achieve
convergence with iteration and reduction of the residual error
to a prescribed tolerance. Failing convergence and error-
reduction at any given time step, the solution was obtained
by the bi-conjugate gradient method on the original grid. We
regard the MG method as holding great promise for our

FIG. 10. Comparison of seeded blob
simulations for dimensionless Ti¼ 0.1,
0.5, and 1.0 with (upper) and without
(lower) the Boussinesq approximation
(BA). The other parameters are
n0¼ 0.05, Te¼ 1, b¼ 1 in the dimen-
sionless Bohm units of Eqs. (1)–(5).

FIG. 11. Blob trails corresponding to the simulations of Fig. 10.
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problem. But, further analysis and numerical experimenta-
tion are required before it can be regarded as a robust tool
for exploring edge turbulence.
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