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Abstract:
The e↵ects of recycled neutral atoms on tokamak ion temperature gradient (ITG) turbulence

have been investigated in a steep edge pedestal, magnetic separatrix configuration with the

full-f edge gryokinetic code XGC1. ITG turbulence is the most fundamental and robust

instability, having a long radial correlation length and an ability to impact other forms

of pedestal turbulence. The charge exchange interactions of the atoms with the plasma

ions enhance the ITG turbulence, first, by increasing the ion temperature gradient in the

pedestal region and, second, by reducing the E ⇥B shearing rate.

1 Introduction

ITER and other future burning plasma devices are expected to operate in the high confine-
ment mode, or H-mode. Yet, the means by which a tokamak initially in the low confine-
ment regime (L-mode) transitions into H-mode (L-H) is not well understood, nor are the
mechanisms that suppress the turbulence and maintain the steep gradients in the H-mode.
Although the e↵ects of neutral particles (e.g., due to recycling) on core plasma fueling
are more frequently discussed, their impact on plasma turbulence, the L-H transition,
and H-mode remain open areas of investigation, theoretically [1, 2] and experimentally
[3, 4]. For example, the role of neutral atoms in the processes that set the L-H threshold
power has been the focus of multiple theoretical models [5, 6, 7, 8, 9]. That neutrals a↵ect
the L-H transition has also been demonstrated experimentally [10, 11, 12, 13, 14]. The
momentum and energy losses associated with neutral-ion interaction have been quantified
[15, 16]. However, direct numerical simulation of the e↵ects of neutrals on plasma instabil-
ities and turbulence has previously been impractical due to the associated computational
and algorithmic challenges.

The most relevant plasma-atom interactions are electron impact ionization and reso-
nant charge exchange (CX). Hydrogen molecules released from plasma facing surfaces by
various plasma interaction processes, referred to collectively as “recycling”, are dissoci-
ated and / or ionized close to the walls; only the relatively energetic product atoms (⇠ 3
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eV) have mean free paths long enough to penetrate inside closed flux surfaces. Because
such atoms are inevitably migrating into a region with hotter ions, subsequent CX inter-
actions have a cooling e↵ect on the ion distribution. Moreover, the finite widths of the
ion banana orbits cause this cooling to be felt beyond the location of the CX collision.
The increased energies of the resulting atoms lead to even longer mean free paths and,
thus, deeper penetration into the confined plasma [17]. Note that the eventual ionization
of these atoms represents a local power source for the ions, o↵setting some of the charge
exchange cooling [16]. The multistep excitation, de-excitation, radiative decay, and ion-
ization processes contributing to the collisional radiative “ionization” of a particular atom
[18] also represent a significant power sink for the electron population, although it is not
considered in this investigation. Electron-ion recombination can be a significant or even
dominant process in high density, low temperature (< 1 eV) divertor plasmas, but is of
little relevance to instabilities in the edge plasma.

One obvious consequence of the pedestal CX cooling is a steepening of the ion tempera-
ture profile and an associated enhancement in gradient driven instabilities and turbulence.
However, neutrals can also impact the E ⇥B shear flows that are critical in determining
the potency of turbulent fluctuations [2, 6]. In this paper, we use the full-f , particle-in-cell
code XGC1 [19, 20, 21, 22] to investigate how both phenomena impact ion temperature
gradient (ITG) driven turbulence. Essential to this investigation is XGC1’s ability to
simulate the entire plasma from the magnetic axis to the material walls in a realistic
separatrix geometry, typically specified via a numerical equilibrium in the EFIT EQDSK
format [23]. The boundary conditions at the material surfaces intersected by open field
lines are set via a logical sheath criterion [24] in a typical XGC1 simulation. However, with
the adiabatic electron model used in these simulations, the plasma potential is set to zero
in the entire scrape-o↵ layer (SOL). This simplifying assumption is not expected to a↵ect
our results given that penetration of the ITG turbulence into the SOL is weak. Neutral
particles resulting from the subsequent plasma-material interaction are consistently simu-
lated with a built-in Monte Carlo procedure, described below. Charged particle collisions
are e↵ected by a nonlinear Fokker-Planck-Landau collision operator [25, 26]. XGC1 also
allows the specification of additional heat, momentum, and particle sources (e.g., neutral
beam injection).

The neutral transport model used by XGC1 is described in Sec. 2. The simulations, one
without recycling, as if the walls were purely absorbing, and one with an experimentally
relevant 99% recycling, are described in Sec. 3. The e↵ects of the assumed recycling model
on the plasma profiles and turbulence are examined in that same section. Our conclusions
are presented in Sec. 4.

2 Neutral Transport Model

Two neutral transport models are available within the XGC code family. The most
sophisticated is accessed via a subroutine interface to the DEGAS 2 Monte Carlo neutral
transport code [27, 28]. The other traces back to the built-in routine in the original XGC
[19], to which improvements have been made [29]. The former allows the incorporation
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of detailed models for plasma-material interactions and additional neutral species, e.g.,
molecules. Given the focus of the present work on the confined plasma, that added
complexity is superfluous, and the built-in model, which treats only atoms, will su�ce.

Both models utilize a “test particle” Monte Carlo approach for dealing with the non-
linearity of the neutral-plasma collision operator [28] that involves two complementary
plasma-neutral collision routines. In the first, kinetic neutrals collide o↵ a fluid plasma
background obtained from the kinetic particle information, yielding 2-D profiles for the
neutral density, temperature, and flow velocity. In the second, the kinetic plasma species
collide with this neutral fluid background, altering the plasma particle distribution func-
tions in the process.

The e↵ects of the molecules are implicitly in-
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FIG. 1: The dashed lines represent the

simulation boundary, determined from

the geometry of the DIII-D vacuum ves-

sel. The blue line is the plasma separa-

trix as specified in the EFIT equilibrium

for shot 096333. The red circles de-

lineate the corresponding neutral birth

surface.

corporated into the built-in kinetic neutral rou-
tine by establishing a neutral birth surface in
the SOL a finite distance from the vacuum vessel
walls (Fig. 1) and launching there atoms with a
3 eV, thermal, isotropic distribution, as if they
had been produced by molecular dissociation.
For the purposes of this study, we specify a spa-
tial distribution that is peaked around the X-
point, as one would expect in a discharge dom-
inated by divertor recycling. Specifically, this
distribution is / [1 + 9 exp(��✓2/�✓2

0

)], where
the �✓ represents the di↵erence in poloidal an-
gle, measured relative to the magnetic axis-midplane
line, between the birth point and the X-point.
The width �✓

0

= 0.54 radians is a constant.
The atoms are then tracked through the plasma,

undergoing ionization and charge exchange along
the way. That background plasma is character-
ized by a Maxwellian distribution, the param-
eters of which are determined from the current
state of the XGC1 (kinetic) plasma. The neutral
fluid moments are updated along the tracks.

The ionization rate is specified via the fit:

S
ion

= 8⇥10�15

p
Te exp(�13.56/Te)

(1.0 + 0.01Te)
m3/s, (1)

where Te is the electron temperature in eV. For 10 < Te < 103 eV and ne < 1019 m�3,
the deviation from a full collisional-radiative result [17] is < 20%; it’s uniformly larger for
higher densities. The fit used for the CX rate is:

S
cx

= 1.1⇥ 10�14(E0.3
i /

p
Mi) m

3/s, (2)

where Ei is the ion energy or temperature in eV, depending on the application, and Mi

is the ion mass in AMU. The deviation from a comprehensive value for the rate, e.g., as
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in [30], is < 5% for all atom energies at Ti = 100 eV. Generally, the discrepancy is larger
for smaller Ti or larger energies, but is only 13% at Ti = 1 eV and 3 eV atom energy.

The overall magnitude of the neutral density used in the “kinetic plasma” neutral-
plasma collision routine is set so that the volume integrated ionization rate divided by
the loss rate of ions to the material surfaces equals the user-specified recycling rate. In
our simulation with neutral recycling, this is 99%. The same rate expressions, Eqs. (1)
and 2), are used in this routine. The new ions produced by these reactions are sampled
from the neutral distribution.

3 E↵ects on ITG Turbulence

The two simulations documented here are based on a model equilibrium for the DIII-D
H-mode shot 96333 [31]. A continuous heating source of 2 MW, consistent with the
experimental neutral beam injection rate, is applied in the core region; the associated
torque is neglected. No impurity sinks are included.

The initial density and ion temperature profiles, Fig. 2, are specified via analytic ex-
pressions calibrated to resemble the profiles used in the EFIT equilibrium calculation.
Detailed edge plasma data are not available in this case for both electron and ion tem-
peratures; we make the experimentally relevant assumption that the fixed Te pedestal
is steeper than that of Ti. The full-f XGC1 code quickly evolves the ion temperature
and density profiles to a gyrokinetic equilibrium consistent with the specified sources /
sinks, ITG and neoclassical transport, and the magnetic field [22]. Given the present
focus on ITG turbulence, with the electrons treated adiabatically, the turbulence does
not drive any particle transport; the only changes in the ion density profile (and, thus,
in the quasi-neutral electron density profile) arise from the sources and sinks. Again, the
electron temperature profile is held fixed.

FIG. 2: (a) Initial and final ion density profiles in the with-neutrals run, showing the

e↵ects of the neutral ionization source. In the no-neutrals case, the ion density profile

remains the same as the initial one. (b) Initial and final ion temperature profiles, along

with the (fixed) electron temperature profile.
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The 99% recycling simulation (“with-neutrals”) is run until the plasma profiles and
turbulence self-organize into a quasi-steady state, about 4 ms real time. This state is
defined as that in which the relative changes in the plasma and turbulence profiles during
a toroidal ion bounce, collision, and turbulence correlation time (all < 0.5 ms) are less
than the simulation error [21]. Achieving a perfect steady state is not possible in this
short time gyrokinetic simulation since the plasma is evolving on a global transport time
scale due to imperfect balances between the sources and sinks, e.g., the less than unity
recycling. In the corresponding simulation without recycling (“no-neutrals”), run for 3.4
ms, the ion temperature profile is still evolving at the end, and the SOL density is being
depleted due to particle losses to the walls that are not being replenished by neutral
ionization.

The flux surface averaged turbulence intensity in the two runs, quantified by e
p

h�2i/Te,
with h�2i being the RMS average over the flux surface of the deviation of the electrostatic
potential from its toroidal mean. As can seen in the comparison depicted in Fig. 3, the
saturated turbulence level in the with-neutrals run is the larger of the two. The linear
drive for ITG exists at the top of the density pedestal ( n < 0.92) where the ion tem-
perature gradient is finite and the density gradient is small, not where the density profile
is steep. The turbulence in the latter region is the result of non-local spreading. In the
no-neutrals run, the turbulence intensity decreases uniformly with  n.

The temporal evolution of the ion

FIG. 3: Turbulence intensity e
p
h�2i/Te in the two

runs.

temperature profiles (Fig. 2) provides
some insight into the origin of this
di↵erence in turbulence intensity. The
ion temperature gradients for  n ⌘
 / 

sep

= 0.85 ! 1 in the with-neutrals
case are larger than in the no-neutrals
run. The profile for the former has
saturated to a state that di↵ers only
modestly from the initial one while
the latter has increased and flattened
substantially. Since the only di↵er-
ence between the two simulations is
the neutral recycling model, we in-
fer that these e↵ects are associated
with the e↵ective ion cooling asso-
ciated with charge exchange. Note

that these e↵ects propagate further into the core than the neutral penetration depth as a
result of finite banana orbit mixing, as well as via neoclassical and turbulent transport.

To further quantify this e↵ect, we compute the ITG turbulence drive [32]

⌘i ⇡ (d lnTi/d )/(d lnne0/d ), (3)

where ne0 is the initial electron density (Fig. 4). Throughout the runs, the with-neutrals
⌘i values in the region of interest, 0.85 <  n < 1, are larger than those in the no-neutrals
case.
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A second factor contributing to the increase in turbulence intensity with the inclusion
of neutral recycling is a reduction in the E ⇥ B shearing rate dvE⇥B/dR (Fig. 5) in the
steep gradient region, consistent with enhanced non-local edge turbulence in the so-called
H-mode layer region [22].

FIG. 4: Temporal evolution of ⌘i at (a)
 n = 0.9 and (b) 0.95 in the two simu-

lations.

FIG. 5: Radial profiles of E⇥B shearing

rate in the two simulations.

The connections between sheared E⇥B, or zonal flows, and L-mode confinement, L-H
transition, and internal transport barriers have been the subject of many investigations
[33, 34, 35]. For example, a reduction in the zonal flow results in an increase in the L-H
power threshold [36]. Analogous damping of the zonal flow rate by the charge exchange
friction, and the associated increase in L-H transition power, has been predicted theoret-
ically [5, 6]. The region of reduced E ⇥ B shear overlaps with the neutral penetration
zone, suggesting that our result is consistent with those predictions.

4 Conclusions

We have shown that the neutral atoms generated by recycling enhance ITG turbulence
through an increase in the ion temperature gradient and a reduction in the E⇥B shearing
rate. The mean free paths of 3 eV neutral atoms, such as those produced by molecular
dissociation, are long enough to reach at least the bottom of the H-mode pedestal. The
subsequent ionization and charge exchange reactions alter the ion distribution function
there. This, in turn, impacts the ITG turbulence non-locally through neoclassical banana
excursion and non-local turbulence interactions. Only with a full-f gyrokinetic simulation,
such as that provided by XGC1, can these neoclassical, neutral, and turbulence e↵ects be
rendered consistently. Actual comparison of these results with experimental observations
to be done in the future will require even more complete simulations. For example, the
inclusion of kinetic electrons will allow a consistent evolution of their temperature, as well
as both density profiles. The use of a comprehensive neutral transport model, e.g., via
DEGAS 2, will provide a consistent neutral source profile and allow molecular processes
to be included.
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