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3.3. DISRUPTIONS
R S Granetz, O Gruber, D. Humphreys, Y Kawano, V.Mertens, G. Pautasso, V Riccardo, P G Sonatao, M Suguihara, J Wesley, D G Whyte, P Andrew, N Askura, G Federici, D A Gates, P Helander, A W Hyatt, S C Jardin, A Kellman, V Lukash, S V Mirnov, Y Nakamura, E J Strait and R Yoshino
Disruptions and their consequences pose significant design and plasma operation challenges for reactor-regime tokamaks in general and for ITER in particular. The magnitude and scope of these challenges arise from a combination of physics, structural and thermal engineering considerations, and from inherent limits on the thermal energy handling capabilities of materials available for plasma-facing-component (PFC) surfaces. On the structural engineering side, a burning-plasma-capable tokamak based on niobium-tin superconducting magnet technology allows a plasma-axis toroidal magnetic field of about 6 T, an increase in field relative to the 3-4 T fields routinely employed in the present generation of large, high-performance tokamaks.  Further the associated increase in plasma current to about 15 MA, brings with it a moderate (~3) increase in the electromagnetic (EM) Bpol2/2o pressure loadings on the torus vacuum vessel (the comparison here is to the corresponding magnetic pressure loadings in the present generation of large tokamaks, see Table 5 below). While the structural loading implications of these higher EM loadings are non-trivial, acceptable engineering design solutions have been identified for past [Parker00] and present [Aymar02] ITER designs.

Disruption-produced thermal energy loading on the PFC surfaces of an ITER-class tokamak poses a less-easily-solved challenge [Parker00]. Here the predicted time-normalized surface energy loading [U/(A*t0.5), where U is the deposited energy, A is the area of deposit and t is the deposition time] on the divertor targets will be high enough that localized melting and/or vaporization of the affected surfaces (typically either W or C) will be likely. While the time-normalized energy loadings for the present 15-MA ITER design concept are appreciably lower than those predicted on the same basis for the 21-MA EDA design (see Table 5 below), and while, in any case, the depth of the melt- or vaporization-affected layer produced by a single disruption will be small (≤ ~100 m), the erosive effects of a series of unmitigated disruptions in the present ITER will still likely impact the useable lifetime of the divertor PFC surfaces. Furthermore, the predicted sublimation of large quantities of carbon (up to ~4 kg) following a single disruption raises serious plasma operations concerns about de-conditioning of the divertor and torus PFC surfaces and tritium retention in co-deposited carbon layers. Accordingly, there will be a strong operational incentive to both reduce the frequency of occurrence of disruption and to (at very least) reduce or ameliorate the thermal loading consequences of disruptions that cannot otherwise be avoided.

The production during disruptions of relativistic (runaway) electrons poses a second type of threat to the integrity of the ITER PFC surfaces. ITER, like any high-current reactor-regime tokamak, will be inherently susceptible to efficient conversion, by Coulomb-collision avalanche multiplication, of plasma current to relativistic (runaway) electron current [Sokolov79, Rosenbluth97]. Such conversion, to up to 80% of the initial plasma current, is predicted to occur following either a naturally-occurring disruption or an artificially-induced fast plasma shutdown. The subsequent uncontrolled interaction of this magnitude of runaway current with PFC surfaces has a ‘single-event’ potential to produce significant local damage to PFC surfaces and their underlying substrate structures. Accordingly, ITER (and future reactor tokamaks) will almost certainly need to have disruption mitigation and fast-shutdown means that can simultaneously ameliorate disruption thermal loading and runaway conversion.

Table 5 compares various disruption-related parameters for JET (chosen here as a representative ‘large-tokamak’ example), ITER [Aymar02] and the 21-MA ITER-EDA [Parker00] designs. The data in Table 5 are presented here to give a comparative assessment of the relative ‘challenge’ of the three major ITER disruption-consequence issues — EM loading, thermal loading and runaway conversion. The physics basis considerations that enter into Table 5 have been extensively detailed in Chapter 3, Section 4 (Disruption and Disruption Effects) of the ITER Physics Basis (IPB) [IPB99]. Further discussion of the present status of this physics basis and of new interpretations relative to what is detailed in the IPB follow in Sections 3.3.1-3.3.6 below. A summary of the present status of disruption physics basis and recommendations for ITER and still-pending research and development issues follows in Section 3.3.7.
TABLE 5
Disruption and Disruption Consequences for JET, ITER and ITER-EDA

	Parameter
	JET
	ITER
	ITER-EDA
	Basis or Comment 

	R (m)
	2.9
	6.2
	8.14
	major radius

	a (m)
	0.95
	2.0
	2.8
	minor radius

	95 
	1.6
	1.7
	1.6
	vertical elongation

	V (m3)
	86
	831
	2000
	plasma volume

	S (m2)
	145
	683
	1200
	plasma surface area

	BT (T)
	3.45
	5.35
	5.68
	toroidal field

	Ip (MA)
	4.0
	15
	21
	plasma current

	q95
	3.0
	3.0
	3.0
	edge safety factor

	Wmag (MJ)
	~11
	395
	1100
	poloidal field energy inside separatrix

	Wth (MJ)
	~12
	353
	1070
	N = 2, with ‘ITER-like’ p(r) profiles

	Magnetic and current quench related attributes

	(Bp( (T)
	0.60
	1.07
	1.13
	average poloidal field

	(Bp( 2/2o (MPa)
	0.143
	0.454
	0.507
	torus vacuum vessel magnetic pressure

	tCQ (ms)
	9.4
	35.6
	65.7
	minimum current quench duration

	BT*dBp/dt (T2/s)
	220
	161
	98
	relative force due to induced eddy currents

	Wmag/(AFW*tCQ0.5) 

(MJ.m-2s-0.5)
	0.78
	3.1
	3.6
	cf Be melt onset at ~15 MJ.m-2s-0.5

	Ihalo/Ip
	≤ 0.45(data)
	≤ 0.4(est)
	≤ 0.4(est)
	halo current fraction

	TPF
	≤ 1.7 (data)
	≤ 2 (est)
	≤ 2 (est)
	toroidal peaking factor

	Thermal quench and divertor energy loading attributes

	Adiv (m2)
	~1.6*
	~3.5
	~4.6*
	effective divertor target area, for H-mode 

	UTQ = Wth/7Adiv (MJ/m2)
	1.07
	14.1
	33
	for 7-x SOL expansion during disruption TQ

	tTQ (ms)
	0.32
	0.70
	1.0
	per IPB, Fig. 3-54 

	UTQ/tTQ0.5) 

(MJ/m2)
	60 
	530
	1040
	C or W vapor/melt onset at 40-60 MJ.m-2s-0.5

	Runaway electron conversion and mitigation attributes

	Eint (V/m)
	38.3
	38.0
	28.8
	in-plasma E-field 

	ne,RB (m-3)
	4.2 x 1022
	4.2 x 1022
	3.2 x 1022
	ne to suppress avalanche growth

	Gavalanche
	2.2 x 104
	1.9 x 1016
	6 x 1022
	Coulomb avalanche gain = exp[2.5*I(MA)]

	IRA, seed (A)
	90
	4 x 10-10
	1.8 x 10-16
	seed current for IRA = 0.5Ip

	tfs (ms)
	0.030
	1.2
	3.5
	Minimum Wth shutdown time to avoid Be FW melt


* divertor area estimates for JET and ITER-EDA assume an R1 scaling of Adiv
Table 5 demonstrates several of the points noted above: EM pressures on the ITER torus vacuum vessel associated with the plasma current quench are about three times higher than the corresponding pressures in JET (if JET had an ITER-like low-resistance vacuum vessel), and the local induced-eddy-current forces on ITER first-wall and RF antenna structures will be somewhat lower than the corresponding forces on JET structures (of otherwise similar construction). Finally, the thermal loading on the ITER first-wall due to radiative dissipation of the plasma magnetic energy during the current quench phase is well below the W/(AFW*tCQ0.5) threshold (~15 MJ.m-2s-0.5) that applies to onset of surface melting of beryllium. Accordingly, the conclusion originally given in the ITER Physics Basis [IPB99] that the EM loading and structural engineering and first-wall PFC challenges posed by the fastest-expected ITER current quench can be successfully accommodated will continue to apply for the present 15-MA ITER design. Note, however, that the eddy-current-induced loadings in ITER are now somewhat higher than those that applied for ITER-EDA. Hence there is renewed interest in understanding the bounds on the maximum current quench rate and the corresponding dBp/dt expected in the present ITER design. New findings in this regard are described in Section 3.3.3.1.

The present status of the physics basis for VDEs and for estimating halo current magnitude and toroidal asymmetries (typically described in terms of the toroidal peaking factor, or TPF) and the resulting vacuum vessel forces due to VDEs are described in Section 3.3.3.2. The basic conclusion reached there and in [Aymar02] is that there has been little change in the physics basis status and recommendations for ITER design basis guidelines on maximum halo current magnitude (Ihalo,max/Ip0), TPF and the product (Ihalo,max/Ip0)*TPF, 

The third current-quench-phase related subject, that of runaway electron generation, amplification and loss (to PFC surfaces) is addressed in Section 3.3.4. As the Section details, in a high-current tokamak like ITER, the effect of Coulomb avalanche multiplication is predicted to provide a much stronger coupling between the effects of toroidal plasma current decay and equilibrium dynamics (VDE), and runaway production and ultimate loss to PFC surfaces. The surface-damage potential that interaction of a multi-MA runaway current with localized portions of the at-risk PFC surfaces leads to serious concerns about the high levels of runaway conversion following naturally-occurring disruption and intentional ‘fast-shutdown’ actions intended to ameliorate disruptions and their PFC effects. 

The three current-quench-related Sections (3.3.3.1, 3.3.3.2 and 3.3.4) are preceded by two preliminary Sections. Section 3.3.1 addresses both the overt causes for disruption and the resulting internal MHD reconnection and flux-surface destruction that leads to the thermal quench, current quench and VDE ‘consequences’ of disruption. The subject of disruption frequency and ‘causes’, operational and otherwise, is also addressed in this Section.

Section 3.3.2 addresses the physics basis and consequences of the ‘thermal quench’ phase of a disruption. Here thermal quench denotes the rapid internal redistribution and subsequent loss to PFC surfaces of the plasma thermal energy, Wth, that occurs immediately before onset of disruption. The well-known feature of this phase is the rapidity of the internal redistribution and/or thermal energy loss, in times that are predicted to be a short as 1 ms for an ITER-class tokamak. The thermal-quench portion of Table 5 summarizes some of the key attributes for present tokamaks and ITER designs. The Table demonstrates that while time-normalized thermal quench loadings for ITER are now significantly reduced relative to those projected on the same basis for ITER-EDA, it is still likely that divertor PFC surface melting or vaporization will occur. However, the depth of the melt- or vaporization-affected zone will be reduced relative to the depth projected for ITER-EDA, and hence the cumulative erosive effects of a given frequency of unmitigated disruptions may be less PFC lifetime limiting than was projected — on a worst-case basis — for the ITER-EDA. Furthermore, new physics basis details on the time dynamics and spatial partitioning (among divertor and other PFC surfaces) and spatial spreading of plasma thermal energy deposition on the divertor surfaces during disruption suggest that melt- or vaporization-free divertor PFC operation may be obtainable in at least some of the proposed ITER plasma operation regimes. These important new findings about thermal quench characteristics and discussion of the resulting implications for ITER divertor PFC response are given in Section 3.3.2.

Section 3.3.5 discusses recent advances — in most cases, using some degree of an integrated model — in the numerical simulation of ITER disruptions and VDEs and their resulting EM loading and runaway electron generation consequences. Representative examples that contribute to reaching the conclusions noted above about the structural integrity of ITER vacuum vessel and PFC substrate systems are presented. Progress in incorporating more-fundamental MHD instability considerations into these types of simulations is also addressed.

Finally, Section 3.3.6 takes up the closely-connected topics of disruption prediction, avoidance, and mitigation means, and their projection to ITER. The importance of suppressing runaway avalanching underlies such projection and sets rather stringent limits on whatever technique is to be implemented.

Section 3.3.7 provides a summary of the present understanding of the physics basis for disruption and disruption avoidance and mitigation in ITER and gives recommendations as to needs for future physics and technology R&D. 

3.3.1. Disruption Characteristics, Causes and Frequency
It is well known that stable sustainable (disruption-free) operation in a tokamak system is limited with regard to maximum plasma current, maximum electron density and maximum total normalised plasma pressure () by three basic ‘operational limit’ considerations:

· Current “limit”: set by a requirement for a plasma-edge safety factor, q ≥ ~2

· Density “limit”: set by a requirement that the plasma density should not appreciably exceed the empirical ‘Greenwald’ density limit nGW(1020 m-3) = I(MA)/a2(m2)

· Pressure limit: set by a requirement that the normalized volume-average toroidal beta, N=(%(/(I[MA]/a[m]B[T]), should not exceed the ‘Troyon’ ideal-MHD beta limit of approximately 3.5 %MAm-1T-1.

The plasma current and pressure limits reflect the immediate effects of onset of ideal MHD instability, whereas the ‘Greenwald limit’ manifestation of the plasma density limit, which appears to be the result, in part, of an underlying deterioration of plasma energy and particle confinement, may have a more indirect MHD origin that in turn leads to an MHD-initiated disruption. The subject of plasma density limits has been discussed in detail in the IPB Chapter 3 and also, with regard to the role of intermediate MHD instability, in material that follows below.

Attempting plasma operation that approaches or exceeds the limiting values of any of these three operational boundary ‘limits’ typically initiates an increase in MHD activity that eventually results in a major disruption, wherein the tokamak magnetic configuration becomes globally unstable to helical perturbations of the form (r,t)=(r) exp i(t+m-n), where  and  are the poloidal and toroidal angles and m and n are the corresponding poloidal and toroidal integer mode numbers. Once the final non-linear growth phase of this helical instability begins, global destruction of the nominal integrity of the nested flux surfaces develops on a time scale that can be as short as 100 s in present generation of medium-size tokamaks. Extrapolation (see Chapter 3 section 4 [IPB99]) to ITER predicts a corresponding time scale for thermal energy redistribution within the plasma volume that is ~1 ms.

As a result of this rapid growth of global MHD instability, major disruptions in present tokamaks can expel most of the plasma thermal energy on a time scale that is also typically ~100 s. The ensuing increase in plasma resistivity that this ‘thermal quench’ cooling produces then precipitates a rapid decay of the plasma current (typically described as a ‘current quench’) and, in a vertically-elongated tokamak, simultaneous development of vertical instability, typically described as vertical displacement event (VDE) and sometimes also as a ‘vertical disruption’ or vertically unstable disruption. Current quench and VDE development occur on a time-scale that is typically ~5 ms in present medium-size tokamaks. The corresponding time scale extrapolated to ITER is about 35 ms. 

The rapid current quench that follows disruption also gives rise to a high in-plasma electric field that can generate superthermal (runaway) electrons, with energies in the 10-100 MeV range. In some cases, conversion of up to about 50% of the before-disruption plasma current to runaway current is observed in present ‘large’ tokamaks (see, eg., [Plyusnin06] and §3.3.4). Once created, the subsequent interaction of such a ‘runaway discharge’ with the background thermal plasma is weak and the runaways typically remain well confined for as long as the plasma equilibrium is maintained. The eventual decay of the plasma equilibrium leads to impact of the runaway electrons on the PFC surfaces. Such impact can cause localized surface and substrate (below-surface) heating, vaporization and thermal shock damage and, in metals, recrystallization and crack development in the heat-affected zone.

The three operational limits (‘boundaries’) cited above as defining the disruption-free operation domain for tokamak plasmas are indicative but not definitive. This means that while approaching or crossing one or more of these boundaries will usually lead to onset of disruption, there do exist examples where one or more of these ‘conventional’ operational boundaries can apparently be exceeded, and conversely, other examples where disruption occurs under conditions remote from all three boundaries e.g., disruptions initiated by tearing modes in high-q Ohmic ‘start-up’ plasmas (see Chapter 8 Section 3.2 of [IPB99]) or disruption initiated by neoclassical tearing mode (NTM) onset in moderate-N positive-shear H-mode plasmas (see §3.2.2), or by onset of pressure-gradient-driven modes in high-q ‘advanced performance’ plasmas with internal transport barriers (see §3.2.5 and e.g. [Huysmans99]). The complexity of the underlying MHD stability and the possibility for ‘secondary’ energy confinement and/or MHD instabilities to in turn initiate the onset of primary ideal MHD instability and disruption, make disruption prediction a much more challenging matter than simply evaluating proximity of the plasma attributes to the three ‘limit’ parameters (see Section 3.3.6).

Mechanisms for major disruption. A major disruption is similar to a large-scale interchange type MHD-instability that simultaneously envelops both the plasma centre and its periphery. This type of interchange can be explained in two ways: magnetic reconnection [Kadomstev75] and non-linear ideal helical instability (cold bubble) in regions of low shear [Kadomstev73]. Magnetic reconnection of plasma areas with different helicity can occur during the development of non-linear kink and tearing modes (m=1/n=1, m=2/n=1). These modes result in convective and conductive plasma transport, which leads to a rapid loss of thermal and magnetic energy in the central area of the plasma column. This internal disruption is similar to a sawtooth oscillation (see §3.2.1), but it modifies the current distribution and magnetic shear not only close to the radius of inversion (q(r) = 1), but over most (or all) of the plasma radius.

In the “cold bubble” model, helical flux tubes can be captured in the periphery and transported into the hot centre. This interchange ultimately leads to an increase of global resistivity and to the plasma current quench. The experimentally-observed fast impurity transport during disruptions [Wesson97] is in agreement with this interchange-type mechanism.

The thermal quench that this mixing precipitates is typically followed by a redistribution of toroidal current, leading to a flattened current profile (and hence to a decrease in the dimensionless plasma internal inductance, li). In order to conserve flux [Taylor96], the plasma current increases, producing a characteristic current overshoot or ‘spike’ (~10% Ip0 for conventional aspect ratio tokamaks) and a large transient negative toroidal loop voltage. This transient voltage is readily observed at the plasma edge. The presence of such a large toroidal voltage at the plasma center has been recently confirmed with non-magnetic evidence: Figure 34 shows evidence for the toroidal acceleration of protons in the centre of a MAST plasma during internal reconnection events (partial disruptions) [Helander02b].  
A detailed account of the dynamics of major disruptions for plasmas close to the ideal MHD beta limit can be found in [Mirnov98]. These dynamics include the development of NTMs and ballooning modes, followed by a deep ‘internal disruption’ and finally by a conventional major disruption (the typical two-step major disruption model cited in the Chapter 3 Section 4 of [IPB99]). The outer shell of hot dense plasma between the plasma edge and the zone of development of the sawtooth internal disruption may play a role in screening interaction with external m=2-4,=1 modes. [Mirnov01]. A numerical modelling effort devoted to investigate the non-linear evolution of ballooning modes in high temperature plasmas elucidates some of the MHD mixing mechanisms believed to be present. The numerical modelling shows that convection cells develop between the hot central plasma and the wall in ridges whose two-dimensional poloidal projection resembles fingers [Kleva01]. As the plasma resistivity decreases (is reduced as a parameter in the simulation), the number of fingers increases, while the width of each individual finger becomes narrower (Fig. 35). Because of these effects, the rate at which energy is transported to the wall (inferred from the simulation) is unchanged as the resistivity is reduced. The magnetic field lines are decoupled from the plasma even when the resistivity approaches zero, resulting in the plasma fingers being readily convected across the magnetic field.

This prediction of fast mixing even for a low-resistivity plasma is in contrast to the predictions of disruption models based on magnetic stochasticity and/or magnetic reconnection. In resistive MHD, the rate of reconnection of magnetic field lines scales with the square root of the local resistivity (() and there is a large reduction in reconnection rate for ( magnitudes that are characteristic of the initial (before-thermal-quench) phase of disruption. Therefore, reconnection models tend to predict reconnection times that increase with increased plasma temperature and/or reduced (. In contrast, nonlinear simulations demonstrate that confinement is destroyed by ballooning modes at a rate that is independent of the ( and on time-scales that are commensurate with the sudden loss of thermal energy observed during -limit disruptions. Although these results strictly apply only to ballooning modes in a tokamak, these results may also be relevant to other MHD instabilities involving convection cells [Cowley03]. Their inclusion in an ‘integrated’ numerical simulation model (see §3.3.5) may ultimately provide a first-principle basis for modelling the onset and thermal quench phase of a major disruption.

A sudden internal degradation of the energy confinement — a frequently observed feature of ‘density limit’ disruptions (e.g., a disruption caused by proximity to the Greenwald limit and/or by an excessive plasma edge fuelling rate) — has now been observed to initiate close to the q = 2 surface in small [Salzedas03a], medium [Salzedas02] and large-sized [Salzedas03b] tokamaks. In each instance, a flattening of the electron temperature profile spreads inwards from the outboard (large-R) O‑point of the 2/1 mode. The plasma periphery cooling that this spreading causes initiates destruction of the global energy confinement. The observation of the same onset phenomena in three distinct-size tokamak plasmas indicates that it may be an intrinsic characteristic of this type of disruption (perhaps with an underlying MHD cause). An increase in density fluctuation levels and an abrupt increase in the frequency of fluctuations were also observed to coincide with the onset of the electron temperature erosion.  There are future prospects for incorporating such considerations in models of the precursor and onset phases of the major disruption.
Disruption Causes and Frequency   As the discussion presented above and preceding discussions developed in the IPB make clear, onset of rapidly-growing global MHD instability is always the penultimate cause of major disruption. However, from a plasma operation point of view, there is also a proximate and usually clearly-identifiable precursor ‘cause’ for each disruption that occurs. Such causes can be categorized either in terms of 1) the precursor MHD instability or plasma energy confinement or energy-balance disturbance event that triggers the final global instability onset, or 2) the operational or tokamak system event that ‘causes’ the disruption. Categorization in terms of item 1) leads to terminologies that include ‘density-limit’ disruptions, ‘cold-edge’ disruptions, ‘beta-limit’ disruptions (either from ideal MHD or, more frequently in present experiments, from NTM or tearing mode growth and/or mode locking), and ‘internal pressure-gradient’ (ITB) triggered disruptions. Since the time scale for confinement deterioration can approach the [degraded] energy confinement time scale, the pre-MHD-onset phase of these types of events are often described as ‘thermal collapse’. Categorization in terms of item 2) leads to a long list of hardware and/or operation-associated causes that can include hardware ‘failures’, eg, premature turn-off of the Ohmic drive power supply or neutral beam heating, excessive gas fuelling input rates, release of impurities from PFCs owing to excessive power loading, debris falling from in-torus surfaces into the plasma, poor wall conditions (perhaps as the result of a previous disruption), plasma control system failure or inadvertent mis-programming (ie, human error), intentional ‘killer pellet’ or massive gas injection, and so forth. These lists can be quite detailed and hardware specific and are not necessary universal, in terms of categories and terminology, across the present spectrum of operating tokamaks.
Most presently-operating tokamaks now keep shot-by-shot logs that describe both disruption ‘type’ or physics cause(s) and also the underlying operations-related event that the operator may identify as being the ‘cause’ of the disruption. These logbook entries constitute a ‘database’ that can be used to compile ‘statistics’ that quantify disruption type, causes (physics, operation intent and/or hardware and human factors), development sequences (eg, ne-limit ( thermal collapse ( disruption) and frequencies of global and/or by-type or by-category occurrence.  Interpretation of such log-book data to search for physics-based correlations for disruption likelihood (‘disruptivity’) can, however, prove problematical. Figure 36 shows one such long-term assessment for DIII-D: there is little evidence for any strong correlation of long-term average disruptivity with any of the traditional ‘operation limit’ plasma parameters [Hyatt01]. The three-year average disruptivity (with obvious hardware failure causes screened out) is about 13%. Statistical assessments of the same ~3600 discharge data set shows that the per-unit-time disruptivity of long-pulse in high-N discharges that successfully reach a stable stationary condition after about 4 seconds (from heating initiation) tends, within the statistical accuracy possible in the 300‑discharge data set, to zero for discharges with durations in the range of 4 to 7 seconds. There is also no statistical evidence that the eventual disruption of plasmas after this 4 to 7 second interval are precipitated by a random process.
Interpretation of these types of statistics on disruption causes and occurrence frequency continues to be applied to projections to what may occur in ITER.  These projections are subject to caveats that what is seen in present tokamaks vis-à-vis global frequency of disruption (typically about 10% overall, in terms of the disruptions per shot) and the balance between ‘physics’ and ‘external’ causes and the breakdowns within these categories are clearly influenced by both by the nature of experimental programs being conducted, the present reliability of hardware systems and the presently-limited ability of human operators to fully predict the outcome of experimental campaigns that intentionally push plasma operation close to the one or more of the many operational limits inherent in achieving high-performance plasma operation. In simple terms, this means that campaigns mounted to explore or expand operational boundaries tend to cause more frequent disruption. In the last regard, however, there has been significant recent progress in providing tokamak operators with ‘on-line’ impending disruption prediction data that can, in principle, be used to either avoid disruption or to soften the consequences of disruptions that do occur [Pautasso01]. The subject of techniques for reliable a priori disruption prediction is addressed Section 3.3.6.
On the converse side, there is also increasing confidence that, given achievement of a well-defined set of plasma operation conditions (the operational recipe for producing a given relatively high-performance discharge) and reproducible hardware and PFC/wall conditions, there is little evidence for any secular tendency of such plasmas to disrupt as the duration of the steady-state phase is increased. Simply put, there is no evidence for any ‘random trigger’ mechanism that will arise to cause a disruption in what should otherwise be a sustainable plasma discharge. An example of this is the ‘hybrid H-mode’ discharges obtained in DIII-D that exhibit stationary conditions (including stable repetitive sawteeth and Type I ELMs and a saturated 3/2 NTM) for a flattop duration of more than 9 seconds, or about 9 current profile relaxation times (the relaxation-time-equivalent duration in ITER would be ~3600 s) [Wade05]; see also Chapter 6 for a fuller discussion of hybrid H-modes. There is no indication that the duration of this type of enhanced-performance discharge is limited by anything other than the pulse-duration capabilities of the tokamak systems needed to produce and sustain it.
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Fig. 34 Edge loop voltage, plasma current, and NPA flux at 3.61 keV in a MAST discharge with Internal Reconnection Events [Helander02b].
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Fig. 35 Temporal evolution of the pressure in the poloidal plane at a fixed toroidal angle. The resistivity used in the simulations is 3 10-4 (left) and 3 10-5 (right) [Kleva01].
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Fig. 36. Three-year ‘disruptivity’ history for DIII-D. Here disruptivity (D) denotes the per-shot likelihood of having a disruption during the current flattop phase of the discharge. D = 1.0 corresponds to 10% per-pulse likelihood. There is no evidence of a positive correlation of D with the long-term average values of N, li or q95. The most evident effect is a long-term decrease in D that followed installation of a new set of divertor tiles. These tiles provided reduced tile edge heating and hence reduced C impurity generation during high power plasma operation. While there may be evidence of a positive long-term correlation of D with ne (in units of 1019m-3) the disruptivity data alone does not allow unambiguous identification the underlying mechanism(s) responsible.
3.3.2 Thermal Quench Energy Loss and Deposition

The discussion and data presentation that follows focuses on present understanding and estimates of the energy deposition magnitudes and time scales expected on the ITER divertor and first-wall (FW) PFC surfaces owing to the effects of unmitigated disruptions.  Figure 37 illustrates the major plasma magnetic and thermal energy sources and sinks (deposition locations) relevant to consideration of plasma energy flow and deposit during disruption. Estimated magnitudes of the various energies, deposition-affected areas and time-scales are given in Table 6 (data from [IFDR01]). The purpose of introducing the various considerations and symbolic definitions in Figure 37 is to provide a quantitative basis for evaluating present data and making predictions for ITER and beyond.

Figure 37 and the data in Table 6 also indicate a number of important considerations that apply to estimates of the resulting ITER divertor PFC and FW energy deposition magnitudes and time scales. These considerations and the present experimental basis for Fig. 37 and the values in Table 6 are discussed below.
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Fig. 37. Schematic representation of plasma thermal and magnetic energies and possible energy flows and deposition locations and areas during disruption. The possibility of before-disruption (pre-disrupt) loss of Wth on an energy confinement time scale ( factor) is indicated (see text). The PF(FW, core) and PF(FW, div) parameters indicate spatial peaking factors (PFs) relevant to radiative deposition on the overall first wall surface and/or near the divertor entrance and  is the broadening parameter of the heat load on the divertor footprint area (Adiv).
TABLE 6
Energy-related Parameters for ITER Disruption (Scenario 2: ELMy H-mode)

	Parameter
	Symbol
	Value
	Basis or comment

	Plasma magnetic energy
	Wmag
	395 MJ
	From equilibrium model; does not include energy external to separatrix

	Plasma thermal energy
	Wth
	353 MJ
	For Pfus = 400 MW, with H98(y,2) = 1.0

	Plasma surface area 
	S
	683 m2
	At separatrix; FW area (excluding divertor entrance) is similar

	Active divertor area

(normal operation)
	Adiv
	3.5 m2
	FDR physics document

	Active divertor area (disruption)
	Adiv,dis
	25 m2
	~ 7Adiv 

(equivalent to TQ = CQ = 7)

	Internal Wth relaxation time
	2
	0.7 ms
	IPB scaling (~R1)

	Wth loss, Wdiv deposit time
	tdiv
	1-10 ms
	(1.5–15)2; see text

	Current quench time

(minimum)
	tCQ
	35 ms
	Based upon tCQ/S = 1.67 ms/m2; see §3.3.3.1

	U/(A*t0.5) for divertor
	U*div
	144–446 MJ.m-2s-0.5
	100% Wth to divertor; tdep = tdiv 

(range is for 1-10 ms)

	U/(A*t0.5) for FW
	U*FW
	5.2–16.3

MJ.m-2s-0.5
	100% Wth to FW; tdep = tdiv; uniform deposition

	U/(A*t0.5) for FW
	U*mag, FW
	3.1 

MJ.m-2s-0.5
	100% Wmag to FW; tdep = tCQ; uniform deposition


Plasma Energy Magnitudes and Thermal Energies at Disruption. The plasma thermal energy, Wth, and the in-plasma poloidal magnetic energy Wmag for a representative Q = 10 full-performance ITER ‘ELMy’ H-mode (Scenario 2) plasma are estimated to be about 350 MJ and 395 MJ respectively [IFDR01]. The magnetic energy cited in Table 6 does not include the additional magnetic energy, external to the separatrix but internal to the torus vacuum vessel. that contributes to in-vessel energy deposition during the current decay phase of a disruption (see §3.3.3). and is estimated to be  ≤ ~200 MJ. While the time-scales for the thermal quench and current quench phases of an ITER disruption are predicted to be reasonably distinct (1-10 ms versus ≥ 35 ms), there is some potential for overlap and accumulation of deposited energies in the ITER divertor and FW surfaces, and ‘mixing’ of thermal and magnetic energy deposition on divertor surfaces is frequently observed in present experiments (see below). Furthermore, as Table 6 indicates, in ITER, the incremental time-normalized first-wall energy deposition from the current quench phase is not completely negligible (especially if spatial peaking factors and the ex-plasma magnetic energy not included in the Table 6 data are taken into account) and may be sufficient to bring the surface temperature of the ITER first wall (beryllium) up to or above melting by the end of the disruption. Hence magnetic energy deposition during the current quench phase becomes a significant incremental consideration, especially in high-radiation-fraction thermal quench scenarios.
Pre-disruption thermal energy loss. The IPB thermal deposition guidelines [IPB99] and the estimates in Table 6 were (are) based on the conservative assumption that the plasma thermal energy at the time of disruption is equal to the thermal energy of the ‘maximum performance’ ‘parent’ plasma. For ITER, this thermal energy (~350 MJ) would be that of the high-gain (Q = 10) plasma needed to realize the ITER fusion power and energy gain (Q) goals. A high-performance steady-state plasma is expected to have a similar thermal energy.

The assumption of disruption at full thermal energy (ie,  = 1 in Fig. 37) is not always borne out by what is seen in present-day ‘high-performance’ experiments that attempt to obtain maximum plasma thermal energy. For example, in JET, for most ‘types’ of disruption, the plasma thermal energy at the time of the thermal quench, Wth,dis, is substantially less than the thermal energy (Wth,max) of the parent high-performance plasma state that the disruption stems from [Riccardo05]. With the exception of disruptions in JET arising during high-N ITB discharges and of disruptions that occur from the effects of a pure ‘hot-plasma’ VDE (Vertical Displacement Event, wherein loss of vertical control allows a full-performance plasma to drift vertically before the disruption occurs, see §3.3.3.2), there can be substantial (up to 90%) ‘thermal collapse’ energy loss before the actual disruption occurs. In contrast, ITB and VDE disruptions typically exhibit ≤10% before-disruption thermal energy loss.

Figure 38 shows the distribution of before-disruption energy loss observed in a representative sample (129 examples) of disruptions occurring in JET ‘high-energy’ (Wth,max ≥ 4.5 MJ) discharges. Approximately 80% of the total have Wth,dis/Wth,max ≤ 0.5. The median energy fraction is Wth,dis/Wth,max ( 0.2. Only 13% of the sample (the ITB and VDE cases noted above) comprise ‘full-energy’ disruptions with 0.9 ≤ Wth,dis/Wth,max ≤ 1.0. While the correlation of pre-disruption thermal loss with JET plasma operation procedures has not yet been systematically examined, many of the examples with significant loss are obtained under conditions where ‘soft-stop’ disruption mitigation measures (decrease of auxiliary heating and elongation and/or plasma current ramp down) are taken upon initial detection of MHD instability. Given that the delay in many of the ‘high-energy‘ examples between onset of MHD instability or other disturbance and disruption can be ~1 s, these measures are likely a contributing factor to the many low-fraction examples seen in Fig. 38. ‘Natural’ MHD-instability induced thermal energy loss (confinement degradation) is undoubtedly also an important factor.
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Fig. 38. Distribution of pre-disruption thermal energy loss in a 129-example sample of disruptions of JET “high-energy” plasmas [Ricardo05].  The ratio of thermal energy at the start of the disruption Wtq (denoted Wth,dis in the text) to maximum energy in the discharge Wdiamax (Wdmax in text) is plotted. [Riccardo05]
Similar magnitudes and relative time scales of pre-disruption Wth loss are seen in DIII-D and ASDEX UPGRADE, often owing to the effect of slowly-growing or saturated NTMs, or, in DIII-D, owing to the effect of slowly-growing (marginally-stabilized) RWMs. Deterioration or loss of H-mode confinement following approach to the Greenwald density ‘limit’ can also produce a similar ‘slow’ confinement-loss thermal collapse that precedes disruption. This type of ‘density limit’ disruption, which typically results from excessive plasma core and edge radiation, is often described as a ‘cold-edge’ or ‘radiation limit’ disruption. The relative frequency of the occurrence in DIII-D and ASDEX UPGRADE and other tokamaks of cold-edge disruptions preceded by an H-mode to L-mode transition and a subsequent slow thermal collapse and the correlation of these collapses with operation procedures and proximity to density limits remains to be quantified statistically.

The JET and other tokamak experiences clearly demonstrate that substantial plasma thermal loss — on a time scale commensurate with the energy confinement time of the parent plasma — can occur before disruptions that are initiated by slowly-growing MHD instabilities. The counter examples in JET occur in plasmas where fast-growing MHD instabilities cause a ‘prompt’ disruption. Similar ‘prompt disruption’ examples are well known and reported in DIII-D and ASDEX UPGRADE. How these ‘fast’ versus ‘slow’ energy loss behaviors and operational experiences will extrapolate to ITER (wherein plasma control capabilities and control time-scales may differ from those now available in present experiments) remains to be determined. But there does appear to be a prospect for using the natural properties of slowly-growing MHD-initiated thermal collapse, perhaps supplemented by active ‘soft-stop’ operations procedures analogous to those employed in JET, to reduce ITER plasma thermal energy levels prior to otherwise unavoidable disruptions that arise from the effect of slowly-growing MHD instability or excessive core and/or edge radiation. The potential benefit of this type of reduction in ITER is considered below.

Plasma operation in JET with a reversed-shear configuration seems so far to be the exception to the experience with slowly-growing instabilities: as the JET experience shows, and is well-known in other tokamaks, disruptions stemming from such reverse-shear or ITB-enabling configurations are often prompt, with very little pre-disruption energy loss. Thermal and current quench rates in such reverse-shear cases are also among the fastest examples seen in a given device (see discussion of thermal quench times below and current quench time discussion in §3.3.3.1). Examples of similarly prompt disruptions are also seen in DIII-D in positive-shear H-mode plasmas wherein NTM suppression or avoidance allows operation near or above the ideal ‘no-wall’ MHD stability (Troyon) beta limit. The eventual occurrence of disruption in such cases leads to fast current quench [Pautasso04].

Duration of the thermal quench. The thermal quench is a phenomenon in which most of the plasma thermal energy is lost by the plasma and is subsequently deposited, by conduction or/and convection and radiation, on the limiter and divertor surfaces. The duration depends on the machine size; it is of the order of tens of microseconds in small tokamaks, hundreds of microseconds in medium-sized tokamaks and has been observed to reach a few ms in JET. The duration is also observed to vary significantly within a given machine, apparently depending on the ‘type’ of disruption and/or the nature and growth rate of the triggering MHD instability. There is also evidence that the pre-disruption magnetic shear profile (positive dq/d( versus weak or strongly-reversed dq/d() can affect the rapidity of the thermal quench duration.

The PFC energy deposition phase of the thermal quench is typically preceded by one or more internal energy redistribution phases, wherein a rapid redistribution of the energy within the plasma occurs. Cases exhibiting one, two or three or more sequential redistributions are known. References [IPB99] and [Schuller95] describe in detail a typical two-stage thermal quench. The thermal energy is firstly redistributed within the plasma inside the q = 2 surface; after a delay ((1-2) the energy barrier within the close flux surface region breaks and the energy is redistributed between the plasma and the open flux surface region within a time (2. In this time interval, the energy starts leaking to the divertor. Data from the rudimentary multi-machine IPB disruption database (see Chapter 3 of Ref. [IPB99]) suggest that (2 scales with the minor radius of the device and that for ITER, (2 = ((1) ms. More recent data from ASDEX Upgrade and JET does not contradict this estimate for the relaxation or loss time.

The observed relaxation and loss times are qualitatively consistent with the expected effects of global ergodization of the internal plasma magnetic surfaces and/or the development of large-scale internal ballooning mode structures (see §3.1, above). In all cases, the internal relaxation and loss times are much faster than the predictions for the time scale of resistive reconnection. Nevertheless, despite these observations, the theoretical basis for the time-scale of the fast quench and internal redistribution(s) are not well understood, and a validated basis to predict the ensuing rate of plasma energy loss and particle transport to the PFC surfaces is not yet available.

Time scale of PFC energy deposition. Specifying a PFC deposition time equal to the plasma loss time gives an upper bound to the possible time-normalized PFC energy deposit. Examples of such ‘loss-rate-determined’ energy deposit have been observed [IPB99]. However, ASDEX Upgrade data shows energy deposition times > 2, as illustrated by high-time-resolution infra-red (IR) camera data for the divertor target power loading during a disruption (Fig. 39). This data shows that the rising phase of the heat pulse on the PFCs, (r, coincides approximately with the fast-drop phase of the thermal quench, that is, with (2. The actual amount of energy that reaches the target in the fast-rise phase is small: most of the energy arrives at the target plate in a subsequent phase and on a longer time scale, (d. The overall energy deposition versus time waveform is also ‘triangular’ rather than ‘square’: there are time-waveform shape factors of order unity applicable to evaluating the magnitude of the resulting time-normalized surface heating parameter.

The waveforms in Fig. 39 give some indication of the mechanisms involved. The initial central Te loss event of duration (2 (here resulting in a fast central energy drop of ~80%) gives rise to a corresponding dynamic increase in edge Te, which in turn is apparently responsible for the rising phase of the divertor target power and the initial part of the subsequent power decay. The central Te decay has a 20%-0% ‘tail’ that follows the edge temperature decay. The data strongly suggests that the initial global mixing ((2) event is followed by a more-or-less uniform decay of plasma energy to the divertor on a time scale that is (in this example) ≥ ~5(2. There is also an even-longer power decay ‘tail’ that continues after the measured edge and central Te are essentially zero.
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Fig. 39. Plasma temperature and divertor target power data from ASDEX Upgrade
For ASDEX Upgrade, the measured (r is sometimes as short as the time resolution of the IR system, i.e. 0.1 ms, and is, on the average, 0.5 ms; (d is longer than the time resolution of the IR system and is on the average, about 1 ms [Pautasso04]. This total heat-pulse duration is significantly longer than that the IPB-scaling (Chapter 3, Fig. 54 of [IPB99]) prediction of 2 = 0.2 ms for ASDEX UPGRADE. The ECE-measured central Te loss time is comparable to the IPB-scaling for 2.

The physics determining the time scale of the heat pulse duration can likely be described by i) conduction parallel and perpendicular to the open magnetic surfaces of the SOL, which is affected by SOL turbulence and stochasticity, and ii) the flux limit through the sheath at the plasma-wall interface. These physics elements will certainly contribute to producing the divertor heat pulse ‘time-stretching’ (integrating) effect that is clearly evident in the ASDEX UPGRADE data. The strong non-linearities inherent in a coupled SOL conduction + sheath limit model might also explain the seemly wide degree of variance seen in plasma energy loss time and heat pulse duration data in a given machine. The role of high plasma edge density in effecting both ‘thermal isolation’ (via globally reduced SOL conduction/convection and a reduced divertor target sheath flux limit) and pre-divertor radiative dissipation (to the divertor baffles and/or divertor entrance first wall) in the SOL of the plasma core thermal energy is also likely significant (see the indications of possible pre-divertor dissipation channels in Fig. 37.  These expectations about thermal energy transport and deposition have been compared with B2 SOLPS code calculations for ASDEX Upgrade [Konz05].  Systematic study of the correlation of plasma loss and target energy deposition times on a multi-machine or database basis remains as a future R&D task that will likely require improvement in Wth(r, t) and PFC and FW surface energy deposition diagnostics.

Finally, there is also the matter of the actual magnitude of 2. In this regard, instrumental limitations (finite time response) in at least some thermal loss data cited in the IPB (mainly based upon SXR emission) may have prevented accurate observation of the fastest thermal loss times. For example, newly-available fast ECE measurements [Riccardo05] in JET of the central plasma thermal energy loss during ‘prompt’ ITB disruptions show that 2 in such disruptions can be as short as 50 s (cf 2 = 200-500 ms reported — based on SXR data —  for ‘typical’ JET plasmas in the IPB).

Extrapolation by the minor radius scale factor of these JET ‘ITB-type’ thermal quench times to ITER yields 2 = 100 s (cf 700 s for the standard IPB scaling extrapolation). But the ‘time-stretching’ factor inherent in setting the time-scale of the actual divertor target heat pulse may obviate most of the potentially damaging effect of such very-fast plasma thermal energy redistribution events. Better understanding of all of the physics considerations involved in setting the time-scale of transport of thermal energy to the PFC surfaces is clearly needed.

Surface area and locations of heat deposition. Time-resolved power deposition during a discharge is typically measured with IR cameras. Several divertor tokamaks (DIII-D, ASDEX Upgrade, JT60-U, JET) have cameras positioned to view the primary or/and secondary divertor targets at one or two toroidal azimuths, and the heat flux in the divertor has been diagnosed in a variety of discharges. Routine IR monitoring of the first-wall (other than the portions in direct view of the divertor camera) is less common and there are no present devices with IR measurements that cover even an appreciable fraction the whole plasma-facing surface. TEXTOR [Ciotti99, Finken01] is equipped with an IR camera monitoring the limiter.

The evolution of the temperature and density profiles in the plasma SOL or, later on in the disruption, in the halo region, is usually not diagnosed directly (eg, with Langmuir probes or Thomson scattering) during and after the thermal quench. Nevertheless. the IR-measured divertor power deposition profiles (magnetically extrapolated back in the usual manner to the outside midplane SOL) indicate that during the thermal quench, the SOL expands considerably, relative to the similarly observed before-disruption ‘steady-state’ SOL width, SOL. Observation of SOL expansion factors (TQ) of 1-10 in limiter and divertor tokamaks is reported in the IPB [IPB99]; more recent data from medium- and large-scale divertor tokamaks (see below) indicates that the range of SOL expansion factors is shifted to higher values: eg, 5 ≤ TQ ≤ ~20. With the exception of TEXTOR, the width of the power channel in the SOL during thermal quench is typically larger than the field-of-view width, max, monitored (viewed) by the IR camera:

TABLE 7 
SOL power and energy deposition widths in ASDEX Upgrade and JET during the thermal disruption (TQ) and normal operation (SOL)
	
	R (m)
	max (cm)
	 TQ (cm)
	SOL (cm)

	ASDEX Upgrade
	1.7
	5
	> 5
	1

	JET
	3.2
	5
	>>5
	0.5


In the case of JET, the energy balance calculation (amount of energy deposited within the IR camera field-of-view) indicates that most of the plasma thermal energy is transported beyond the 5-cm region of the SOL ‘seen’ by the IR camera. The magnitude and deposition location and profile of the ‘missing’ JET thermal energy has so far not been explicitly accounted for.
Magnetic Energy Deposition. The phenomenology and physics basis for the current decay phase of a disruption (wherein the in-vessel plasma magnetic energy is dissipated) are treated in detail §3.3.3. Here we consider only the magnetic energy deposition aspects. While recent (since the IPB) data still generally support the recommendations given in the IPB about magnetic energy deposition (80-100% of Wmag more-or less uniformly radiated to the FW, 0‑20 % locally conducted to the divertor or divertor baffles) [Wesley98], experience in present tokamaks shows that a significant fraction of Wmag can be (is, in at least some cases) deposited on the divertor targets during or following completion of the thermal energy quench phase. Conversely, given the present observations that a significant fraction of Wth is being deposited somewhere other than in the IR-observed portions of the divertor, deposition of the ‘missing’ fraction of Wth on the divertor entrance baffle surfaces and/or at least a limited portion of the FW must be taking place.

Despite of the fact that a large fraction of the plasma magnetic energy is radiated during current quench, temporally- and spatially-localized power deposition has to be expected in a ITER current quench, as is already observed in the existing tokamaks. In JT-60U, the power deposited during the runaway current termination was observed to be spatially localized (within a poloidal width of 20 cm on the inner divertor plate) and to occur in pulses of the duration of less than 0.25 ms [Tamai02] (see also §3.3.4). In both ASDEX Upgrade and JT‑60U, the occurrence of the n = 1 asymmetry of the halo currents is accompanied by a MHD phenomenon expelling particles and thermal energy from the plasma in a time interval comparable to the thermal quench time.

During the current quench, part of the plasma magnetic energy is transferred to the conducting coils and structures around the plasma. The physics of mutual induction and dissipation of the current in conducting structures around the machine is known. Recent evaluations of the amount of energy dissipated in the external conductors in JET [Paley04] show that typically 35 % of the magnetic plasma energy is dissipated in conductors outside of the plasma during disruptions. In ITER, owing to the low resistance and long (~0.7 s) n = 0 time constant of the ITER vacuum vessel, transfer of in-vessel magnetic energies to external conductors is expected to be negligible in most fast disruptions and fast VDEs. However, slow disruptions and/or slow VDEs may have some in-vessel energy transfer.
Energy balance. In JET the thermal energy deposited in the divertor within the time scale of the thermal quench (1 ms) is only a few % of ((th [Andrew02] and is spread on the whole divertor.  The lack of full accountability for the plasma thermal energy during the thermal quench cannot be fully explained by (1) the effect of radiative ‘diversion’, (2) asymmetries in the on-divertor distribution and (3) uncertainties in the evaluation of the divertor surface power fluxes. In the case of JET a large perpendicular transport of energy during the thermal quench and losses beyond the field of view of the IR camera must be postulated to justify the experimental observations.

The amount of energy deposited on the divertor during the whole disruption in JET amounts to up to 10 % of the total pre-disruption energy, ((tot = ((th + ((mag. Between 50 and 80 % of the total energy is found to be radiated. This fraction does not seem to depend on the type of disruption. ITB collapses can generate the highest and most localized power densities.

In DIII-D [Whyte03] the energy conducted to the divertor within the whole disruption is 15‑50 % of the total plasma energy or 50–100 % of the thermal energy of the pre-disruptive plasma, apparently less in the case of radiative-limit disruptions and more in the VDE and beta-limit disruptions. Similar results are reported in Ref. [Pautasso03a] for ASDEX Upgrade. During the 4 ms centered about the thermal quench time, the energy deposited on the lower divertor is in average 90 % (and can reach 200 %) of the thermal energy. This suggests that during this time already a fraction of the magnetic energy may be dissipated in some cases. The amount of energy deposited on the lower divertor during the whole disruption is in average 30 % (and can reach 45 %) of (Etot.

Discussion, Conclusions and Recommendations for Future R&D.  A schematic and parametric summary of the present status and expectations (predictions for ITER) are embodied in Fig. 37 and Table 6. The most immediate change since the IPB lies in the 2-fold reduction in the ITER area-normalized and time-normalized plasma thermal and magnetic energy loadings. With the corresponding  dimensional scalings of the divertor deposition areas and plasma energy loss (2) time scales taken into account, the time-normalized Wth loading on the divertor targets drops from ~1000 MJ.m-2s-0.5 for the ITER EDA design to ~450 MJ.m -2s-0.5 for ITER. This latter loading, which is calculated for a full-energy disruption ( = 1) with 100% Wth into the divertor (ie, no pre-divertor radiation of the plasma energy), a 7-fold expansion of the deposition width (TQ = 7) and with the further conservative assumption of prompt thermal deposition (tdep = ~1.52, with 2 following the IPB scaling), can be regarded as an upper bound to the expected ITER divertor energy loading. While this ‘upper bound’ estimate is still a factor of ~12 (~8) above the ablation (melting) onset threshold for carbon (tungsten), the prospects for obtaining either reduced or negligible divertor target erosion are now enhanced relative to the same-basis situation for the EDA ITER. The authors of Ref [Riccardo05] reach similar conclusions about the range of possible divertor energy loadings in ITER. Table 8 demonstrates in a parametric manner the ‘single-parameter’ mitigation factors required to reduce the ~450 MJ.m -2s-0.5 loading to the ~40 MJ.m-2s-0.5 threshold for carbon ablation.
TABLE 8
Single-parameter mitigation factors to avoid carbon ablation

	Mitigation

method
	Pre-disruption  Wth reduction
	Pre-divertor radiation
	Time stretching
	SOL broadening

	Symbol 

(Fig. 1)
	
	1- fdiv, TQ 

(fdiv,core + fdiv)
	2
	

	Reference basis 
	1.0
	0.0
	 = 1.5 
	

	Requirement
	≤ 0.09
	≥ 0.91
	 ≥ 86
	


The single-parameter mitigation requirements embodied in Table 8 can be compared with the corresponding observations in present tokamaks. Pre-disruption energy loss factors as low as 0.1 have been observed in JET. Very large scrape-off layer (SOL) broadenings, corresponding to  > ~20 and/or very high ‘pre-divertor’ radiation fractions (> 90%) can be inferred from the low divertor Wth energy depositions observed in JET. Divertor heat pulse duration ‘stretching’ by a  factor of 5-10 is routinely observed in ASDEX Upgrade. 

Except for the JET observations of high fractions of pre-disruption Wth loss in ‘slow’ density-limit and similar disruptions (and equivalent observation in ASDEX Upgrade), none of the single-parameter mitigation observations explicitly yet matches the ITER ‘no-ablation’ requirement. On the other hand, a modest combination of pre-divertor radiation (fdiv,core + fdiv = 0.4) plus moderate time-stretching ( = 10) plus doubling the SOL broadening ( = 15) would reduce the ITER divertor target deposition to ~48 MJm-2s-0.5. This comes close to meeting the no-ablation or no-melting thresholds (but our estimates here should not be interpreted as constituting actual assessments of ITER divertor target response). Before-disruption energy loss would further reduce the time-normalized loading. While the present understanding and data basis for Wth deposition and mitigation approaches is insufficient to make definitive conclusions about what will happen or will be possible in ITER, present data and the considerations developed above suggest that nearly melt- or vaporization-free divertor PFC operation may be obtainable in at least some of the proposed ITER plasma operation regimes, especially in plasma operating regimes or modes where natural or ‘soft-stop’ before-disruption thermal energy loss will be possible.
We also note here that while there has been modest progress since the compilation of the ITER Physics Basis, there remains significant work to do in terms of our ability to account for the magnitude and time history and spatial distribution of the deposited thermal and magnetic energy, model and simulation development, and testing of mitigation techniques.  Given the importance to ITER (and DEMO) of minimizing, or eliminating, the operation-limiting effects of disruptions means this remains a key area for future studies. The fact that there is no yet-undiscovered material capable of providing inherent thermal energy quench resistance in DEMO is universally acknowledged. ITER must therefore prove high-reliability disruption avoidance and mitigation methods, essential for DEMO (where disruptions power loadings problems will be more severe than for ITER).

3.3.3 Current Quench Dynamics

During the current quench phase of a disruption in a vertically-elongated plasma, the decay of the plasma current and the ensuing motion of the plasma column induce toroidal currents in the nearby toroidally-conducting structures (e.g., the ITER torus vacuum vessel) and also drive force-free helical current flow in the wall-contacting ex-plasma ‘halo’ region that lies beyond the last closed plasma flux surface. Both the induced toroidal current and the ex-plasma halo current flow act to mediate the dynamic evolution and motion of the current channel during the current decay phase. The components of the ex-plasma halo current that reconnect through the vessel and the in-vessel conducting structures (eg., the ITER shield blanket modules and the divertor baffle and cassette modules) give rise to in-vessel halo currents that produce local and global body forces on these structures. In addition, the plasma current decay and motion induce locally-circulating ‘eddy currents’ in nearby plasma-facing conducting -structures (e.g., the ITER first-wall and shield blanket modules), and the interaction of these induced circulating currents with the toroidal and poloidal fields gives rise to localized torques and overturning forces on these PFC structures.
The magnitude and time-history of the eddy current loading depends on the local rate of change of the poloidal magnetic field, Bp, and on the eddy-current decay time-constant (L/R time) of the affected structures. Hence understanding of the range of possible plasma current quench rates and local dBp/dt rates and the simultaneous magnitude and direction of halo current flow in the affected structures is needed. Simple extrapolation of the quench time based upon a linear current decay waveform and the assumption of a static (fixed in space) plasma current channel may not necessarily provide the accurate assessment of dBp/dt needed, for example, for evaluation of the loadings on the ITER in-vessel shield modules. Hence there has been recent attention (since the writing of the IPB) to the details of the time history of the plasma current decay waveform and also to the eddy-current and halo-current generating effects of motion of the plasma current channel during the current decay. In Section 3.3.3.1 that follows, emphasis is on global current decay; effects of current channel motion due to a VDE, are considered separately in §3.3.2.2. Ultimately, the combined effects of current decay and motion and the generation of poloidally-flowing halo currents in in-vessel structures must be assessed in a self-consistent manner using an integrated dynamic model (see §3.3.5).
3.3.3.1 Global Toroidal Current Decay

Evaluations detailed in the ITER Physics Basis, Chapter 3.4 [IPB99], of the range of plasma current decay rates observed in 6 circular and elongated cross-section tokamaks (Alcator C-MOD, ASDEX Upgrade, DIII-D, JT-60U, TFTR and Tore Supra) resulted in the finding that the lower bound on the area-normalized current decay time, t60 = t(80%) – t(20%), normalized by the elliptic-approximation estimate for the plasma cross-section area, S* = a2 , was t60 /S* = 0.8 ms/m2, independent of plasma elongation and average toroidal current density. If this area-normalized time for 60% current decay (from 80% Ip0 to 20% Ip0) is directly extrapolated to the time for 100% current decay, the resulting ‘linear-basis’ minimum decay time is 0.8*100/60 = 1.33 ms/m2.

Shape of the current waveform was not explicitly considered in Chapter 3.4 of [IPB99], although anecdotal and indirect evidence for many discharges having an ‘S-shaped’ decay waveform with a nearly linear intermediate current decay phase was cited. More recent systematic analysis of JT-60U current quench waveforms shows that they can be fitted with either an exponential-like or a linear-like function [Sugihara03]. Exponential fitting is better when the area-normalized quench time is small; linear fitting is better otherwise. Differences between linear and exponential models for the current decay waveform (and hence the corresponding estimates of dBp/dt) affect eddy-current forces in structures with time-constants comparable to or shorter than the current decay time: calculations of global magnetic pressures or eddy-current forces in long-time-constant structures are not affected by dBp/dt, such pressures or eddy-current forces depend on the total change in poloidal field, independent of time scale).

[image: image7.wmf]
Fig. 40. Waveforms for a typical fast current quench observed in JT-60U. Deviation of the final portion of the decay from a pure exponential is attributed to loss of runaway current The corresponding increase in neutron rate is attributed to photo-neutron production [Sugihara04b]
Figure 40 demonstrates the nearly exponential nature of the central (80% to 20%) segment of a typical fast JT-60U current decay waveform and illustrates how approximating the decay by a linear extrapolation, determined by taking the time difference between 80% current and 20% current, results in an approximately 2-times underestimate of the peak rate of current decay. Elementary considerations show that the underestimating factor for an exact exponential waveform is 2.3; the actual JT-60U waveform yields an ~40/18 (= 2.2) ratio of linear vs. exponential decay times.

Figure 41 shows a reinterpretation [Sugihara04b], now for non-circular tokamaks only, of current quench data from the original 1996 international database (IPB Chapter 3 Section 4 [IPB99]), supplemented with updated JT-60U data. In Fig. 41, the data are plotted to show the linear extrapolation quench time, dIp/(dIp/dt(, calculated, except as noted for JET and DIII-D, on an 80% to 20% of Ip0 basis. Data for DIII-D and JET are included, corrected for the respective data basis; (90‑10% decay) for DIII-D and 100%-40% decay [Riccardo05] for JET.

[image: image8.wmf]
Fig. 41. IPB data, replotted in terms of the linearly-extrapolated current decay time, dIp/(dIp/dt(, normalized by their respective n poloidal cross-section area, S* {Sugihara04b]
For this revised data set, the lower bound on area-normalized linear quench time for 100% to 0% decay is 1.8 ms/m2. This lower bound is about 35% greater than the ~1.33 ms/m2 lower bound (100% to 0% basis) on area-normalized linear quench time inferred from the original IPB-era data (Chapter 3.4 of [IPB99]), which included maximum instantaneous quench times from JT-60U. Application of the 1.8 ms/m2 lower bound to the present ITER, with S* = 22 m2 yields a 40‑ms linear quench time, or equivalently, an exponential decay with an 18-ms time constant.

The DIII-D data in Fig. 41 are based on plasma current decay data from an external (outside the vacuum vessel) Rogowski loop. Recent consideration [Hyatt04] of decay rates evaluated using an in-vessel ‘pseudo-Rogowski’ diagnostic (synthesized from a set of in-vessel magnetic probes) indicates that the fastest DIII-D current decay data in Fig. 41 have S*-normalized decay times that fall in the range 1.4-1.7 ms/m2. Further consideration of these DIII-D results and new current quench data, to be collected on a systematic multi-machine basis, under the aegis of the International Tokamak Physics Activity, remains as a pending current quench research issue.

Calculations of the electromagnetic effects of induced eddy current loads in the ITER shield blanket modules are described in [Sugihara04b]. The effects of both a 40-ms linear current decay waveform and an 18-ms exponential decay waveform are considered. The effects of the projected in-vessel halo currents are also included. The conclusion reached therein is that the structural design of the blanket modules is sufficient to withstand the maximum collective loading, albeit with only a small (~20%) margin relative to structural design allowables. The authors of Ref [Sugihara04b] note that a somewhat slower current decay scenario (one with a 60‑80-ms linear decay) would, with the corresponding decrease in halo current loading, yield a significant increase in margin relative to the structural allowables. The correlation of higher (lower) global plasma current decay rates with lower (higher) halo current magnitude and toroidal asymmetry is discussed below.
3.3.3.2 Vertical Instability, Halo Currents and Mechanical Forces
Since plasmas in typical elongated cross-section tokamaks are inherently unstable against vertical displacements, a sufficiently large and fast change in plasma parameters can cause the loss of the vertical position control, leading to an uncontrolled upward or downward excursion of the plasma column. A true Vertical Displacement Event (VDE) begins with a loss of vertical stability that develops before any appreciable cooling of the plasma centre occurs. Such events are typically described as a ‘hot-plasma’ VDE. The plasma current centroid moves vertically away from its equilibrium position and the moving plasma column eventually contacts a limiting surface. The direction of initial movement, even in single-null plasmas, can be either towards or away from the X-point, depending on the changes in the plasma current and pressure profiles (ie,, li and p) as well as the initial location of the plasma current centroid [Nakamura02a]. 

In a VDE, the plasma continues to move into the wall, reducing the plasma area, typically with little change in the total plasma current, thus reducing the edge safety factor. A pronounced ex-plasma halo current flow also develops (see the discussion and Fig. 42 below for a representative example of the plasma configuration evolution and halo region development during a vertically-unstable disruption in Alcator C-Mod), and the ‘halo’ currents flowing in the wall-contacting ex-plasma region reconnect through the structures that the plasma comes in contact with. The resulting in-vessel currents, which typically flow mostly in a poloidal direction, are also commonly called ‘halo currents’. With suitable instrumentation, these in-vessel halo currents can be measured directly and the torus-circumference sum of the measured or inferred poloidal in-vessel current flow is typically taken as the measure of the total [in-vessel] halo current, denoted symbolically in the IPB and herein as Ih. Unless otherwise noted, reference to the poloidal component of the halo current in the ex-plasma region and in the torus vessel and in-vessel component conducting structures should be understood.
When the plasma is in contact with the wall, in addition to the ex-plasma-generated halo current flow, additional ex-plasma and in-vessel halo currents are driven to compensate for the plasma toroidal flux lost because of the plasma area reduction. The plasma current stays approximately fixed during the hot plasma wall contact phase because the resistive decay time of the still hot core plasma is long compared to the vertical motion timescale. When the boundary safety factor decreases to a sufficiently low value (typically less than 2), rapid growth of MHD activity (n = 1) produces a fast thermal quench similar to those observed in major disruptions. As the plasma current starts to decay, toroidal currents are induced in the halo region to conserve the poloidal flux [Humphreys99].

Vertical instability can also occur following onset of a disruptive thermal quench. In this case, the resulting vertical evolution can be described as a vertical disruption, or more correctly, as a vertically-unstable-disruption (VUD) current quench. The resulting ‘cold-plasma’ current decay phase shares the most of the attributes — including the generation of in-vessel halo currents and large transient vertical forces on the vacuum vessel — of a ‘hot-plasma’ VDE. Figure 42 shows magnetic reconstruction data from a typical VUD example in Alcator C‑Mod. Similar examples of plasma evolution and halo development during disruption or VDEs are obtained in ASDEX Upgrade, DIII-D, JET, JT-60U, etc.
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Fig. 42. Plasma configuration evolution and halo current region development in a typical Alcator C-Mod disruption. The data shows that much of the ex-plasma halo current region (inferred from magnetic reconstruction data) now misses the new, less-protruding inboard divertor (see discussion below).

We note here parenthetically that both the IPB-era evaluation of the lower bound on area-normalized current decay rates (Chapter 3.4 of [IPB99]), and the more-recent reconsideration of IPB and post-IPB data for elongated tokamaks [Sugihara04b] ignore any distinction between decay rates (following onset of thermal quench) for hot-plasma VDEs and vertically-unstable cold-plasma VUDs. In the IPB comparison of lower-bound data from circular (vertically-stable) and elongated (vertically-unstable) tokamaks, there was no observable distinction in the lower bound on minimum area-normalized current quench times.
Halo currents: phenomenology and physics basis. The basis and phenomenology of the generation of both ex-plasma and in-vessel “halo currents” is described in the IPB (Chapter 3.4 of [IPB99])and in, for example, [Nakamura02, Neyatani99]. Briefly put, from a tokamak design basis point of view, the most important considerations for halo currents are 1) the magnitude of the in-vessel halo currents, 2) the toroidal asymmetry of these in-vessel halo currents, and 3) the resulting jin-vessel ( B forces that act locally on the vessel components. It is the sum of these local forces (plus the global vertical forces that are directly generated by induced toroidal vessel currents) that give rise to the large vertical vacuum-vessel system forces that are observed in present tokamaks during VDEs and VUDs. Toroidal asymmetry in the halo current distribution can also give rise to an asymmetric radial de-centering and/or tilting forces on vacuum vessel systems. Finally, the magnitude and spatial (radial) extent of the ex-plasma halo current flow becomes the dominant factor (especially in the end-phase of the current decay) in determining the equilibrium dynamics of both hot-plasma VDEs and cold-plasma VUDs. More simply put, in this end phase, most or all of the remaining plasma current flows in the halo region (see, eg., Fig. 42). The presence and dynamics of this ex-plasma halo current must be self-consistently taken into account in calculations of the plasma equilibrium evolution and the resulting vacuum vessel and in-vessel-component toroidal eddy currents, and forces on these component systems. The need for — and development of — self-consistent models for plasma dynamics and the resulting ex-plasma and in-vessel halo currents are further addressed in §3.3.5.

Recent systematic studies of halo current characteristics and phenomenology have contributed to developing the improved physics basis understanding needed for such models. Since the magnitude of the poloidal halo current flow depends explicitly on the plasma edge (last closed flux surface) safety factor, q(, a database for the edge safety factor at the onset of thermal quench during vertical displacement events has been compiled in JT-60U [Neyatani99]. It is found that the edge safety factor at thermal quench onset in hot-plasma VDEs varies between 1.5 and 2, depending on the discharge conditions. This finding confirms the less-explicit understanding documented for the IPB that thermal quench onset in VDEs typical occurs for q( ~1.5–2. The ability of the plasma core to maintain gross MHD stability at q( < 2 is also consistent with the expected stabilizing effect of the current carrying ex-plasma halo. 

In JET, a traditional thermal quench and higher halo current magnitude and asymmetries are typical observed following MHD-triggered onset of disruption, that is, when initially-small n,m modes grow to large amplitudes, usually after the boundary safety factor decreases sufficiently [Riccardo02]. However, events starting with a ‘thermal collapse’ usually have much smaller halo current fraction and hardly any asymmetry. This is believed to be because in these cases, the plasma current decay is faster than the plasma cross section reduction and a relatively-high boundary safety factor is maintained. This correlation of higher (lower) halo current fraction and toroidal asymmetry is qualitatively consistent with the comparative MHD instability attributes of a low-q (high-q) boundary. More quantitative confirmation of this premise awaits future work.

The vertical force due to the plasma vertical displacement is proportional, to first approximation, to the product of the plasma current, the vertical displacement of the current centroid and gradient of the before-disruption external equilibrium field. Therefore a substantial reduction in vertical load on the vessel can be achieved if the vertical displacement of the plasma during disruption can be minimized. The concept of effecting plasma operation in a weak single-null or balanced double-null plasma with a before-disruption current centroid positioned near the vertical-instability ‘neutral point’ has been advanced [Yoshino96] as being advantageous to minimized vertical loads. However, the electromechanical loads due to the plasma current decay would be still present, as well as the risk of generating runaway electrons. In addition, concerns have been expressed that variations in the before-disruption or during-disruption evolution of the vertical-stability-determining parameters (li and p) may make it impossible to determine, for a single-null plasma, a single neutral point location (height) that avoids vertical instability for a range of disruption ‘types’ [Nakamura02].
Halo Current Magnitude, Asymmetries and Experimental Observations. Incorporation of new halo current measurements into the existing ad hoc ITER disruption database has been ongoing since the ITER Physics Basis was published. These new data additions reflect the effect of several major hardware modifications, including, in particular, ASDEX Upgrade operation with the Divertor II (Lyra) and Divertor IIb target and baffling modifications, and Alcator C‑Mod operation with a newly-shaped inboard divertor. The new data also include new halo current measurements from JET that reflect refurbishment of disruption-related instrumentation, and halo current measurements from the low-aspect-ratio MAST spherical tokamak. The resulting updated plot of toroidal peaking factor (TPF) versus Ihalo/Ip0, (Fig. 43), includes new data from JET [Pautasso03b], ASDEX Upgrade [Riccardo03], and MAST [Counsell03]. The newly-added data basically reinforces past findings and does not exceed the previously-established limit on the product of TPF and halo current fraction. It remains generally true that the peak halo current during a disruption quench occurs when the edge q drops to low values ( 2): this happens when the cross-section shrinks faster than the plasma current decays. There continues to be significant scatter in both Ihalo/Ip0 and TPF, which is presumably due to uncontrolled parameters such as the SOL resistivity (which reflects the impurity dynamics during the quench), and/or un-documented differences in MHD activity in the MHD-turbulent post-disruption plasma. The ability to predict (or correlate with experimental parameters), on a first-principles basis, halo current magnitude and TPF remains elusive.
[image: image10.wmf]
Fig. 43. IPB halo current data with recent data from JET and MAST added. The upper bound on the product of Ih,max/Ip0 remains unchanged.  Note, however, the lack of new data with TPF > 2 [Sugihara04b]
The new MAST and C-Mod data also illustrate some machine-configuration and in-vessel-component-configuration sensitivities of the in-vessel halo current characteristics. On MAST, where several divertor strike-point floor plates (‘rib limiters’) are connected to vessel ground through instrumented resistors, experiments wherein the resistor value for one of the ribs was varied over a large range (0.1 m, 0.1 , 3.3 k) demonstrated that increasing the resistance resulted in a marked reduction of the halo current flowing through the rib, from a typical value of ~10 kA down to just a few hundred amps or less (Fig. 44). In contrast, the voltage drop varied by no more than a factor of 3 [Counsell03]. The halo current flowing through the other, unmodified ribs showed no measurable change. This implies that the disrupting plasma behaves more like a voltage source than a constant current source, and suggests that it may be possible to reduce the halo current in vulnerable in-vessel components by adjusting their resistance to vessel ground. Whether the overall magnitude of the halo current can be reduced by a ‘global’ increase of resistance (isolation) of in-vessel systems from vessel ground remains to be evaluated.
[image: image11.wmf]
Fig. 44. Halo currents and voltages measured in a rib limiter in MAST with low and high resistance connection to the vacuum vessel [Counsell03]
In Alcator C-Mod, installation in 2002 of the new inboard divertor, which has a much less protruding shape than the previous divertor, has resulted in significant changes in the measured halo current characteristics. The typical halo current scaling vs Ip scaling measured in the new divertor is now about half the magnitude of the scaling measured with the previous divertor (Fig. 45). During the current quench, the total halo current now seen frequently changes sign in time. Finally, the toroidal asymmetries of VDE and non-VDE disruptions (VUDs) are now quite different, whereas the toroidal asymmetries previously observed were similar. Non‑VDE disruptions now have TPF’s close to unity. The fact that much of the halo current region (inferred from magnetic reconstruction data) is now observed to miss the new limiter (Fig. 42) provides a plausible explanation for the reduced halo current magnitude and the transient polarity reversal.

[image: image12.wmf]
Fig. 45. C-Mod halo currents measured in new inboard divertor are reduced by a factor of 2 compared to the previous scaling (dashed line) with the original inboard divertor

In JT-60U, halo current characteristics have been measured during the runaway current phase [Tamai02]. The data show that the in-vessel halo current, averaged toroidally, is very small during the runaway current plateau phase (this absence of halo current is consistent with nearly-constant total plasma + runaway current in the plateau phase), but starts to increase after the termination of runaway current, which begins when the plasma surface safety factor, qs, becomes smaller than 2. Calculation of halo current using a plasma equilibrium analysis code, DINA [Khayrutdinov93], in which the eddy current in the vacuum vessel is taken into account, shows good agreement with the measured current (Fig. 46a). The toroidal distribution of measured halo current, shown in Fig. 46b, indicates that the profile of the halo current has a dominant n = 1 toroidal asymmetry with TPF ~ 2, and does not change with time. These observations are the same as the previous observations in VDEs without the generation of runaway electrons [Neyatani99].
[image: image13.png]



Fig. 46a. Temporal evolution of (a) plasma current, runaway electrons (hard X ray emission IHX), calculated toroidal halo current Ihtor, (b) surface safety factor qs, (c) poloidal halo current from Rogowski coil measurements Ihexp and (d) that by DINA code analysis IhDINA, during and after the termination of runaway current [Tamai02]
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Fig. 46b. Temporal evolution of the toroidal distribution of measured halo current shown every 0.25 ms during the phase of halo current increase (2.96275 - 2.96475 s) [Tamai02].
Magnetic reconstruction and modelling of axisymmetric halo currents. There has been significant progress since the compilation of the IPB in developing methods that allow magnetic reconstruction of the equilibrium dynamics of the core plasma and halo current regions during a disruption or fast VDE. Traditional equilibrium reconstruction algorithms, based on accurate Grad-Shafranov constraints, frequently have difficulty converging during evolution of VDE’s, particularly when large currents are driven in conducting structures. Fig. 47 shows a reconstruction — effected using the distributed-current element code JFIT — of the toroidal plasma and halo currents during the final phase of a DIII-D VDE [Humphreys99]. Since this type of ‘current-element-based’ code does not impose detailed force balance, but rather fits both conductor and plasma currents, its reconstruction is very robust even in the presence of large driven vessel currents. Robust reconstruction of the post-thermal-quench phase of the current evolution allows separation of the core and halo currents and study of their detailed evolution during a disruption. The data in Fig 43 is an example of a reconstruction of a C-MOD VUD using a similar current-element method. The alternate method is DINA (G-S equilibrium based) simulation as shown for a JT‑60U plasma current termination in Fig. 46a. Both methods are capable of yielding data on halo current magnitude and width and (by inference) effective halo region conductivity and temperature.

[image: image15.wmf]
Fig. 47. JFIT reconstruction data for the end phase of a DIII-D VDE. The darkness of the contours corresponding to each square current element reflects the amplitude of the current in the element. Elements located in vessel regions showing no contours have negligible current. The solid contour in the plasma region denotes the last closed flux surface, enclosing the “core” plasma current. Halo current lies outside this core region. Following loss of the last closed flux surface, the halo current region rapidly diffuses to fill the entire vessel [Humphreys99].
[image: image16.wmf]
Fig. 48  Comparison of measured (TCA = tile current array), modelled and JFIT-inferred halo current for a DIII-D VDE
Modeling of core and halo plasma current evolution during DIII-D VDE’s and/or the vertical displacement phase of a major disruption has produced improved physics understanding of the driving mechanisms for disruption and halo currents [Humphreys99]. Following wall contact, toroidal current is induced and convected into the halo from the core plasma. Both toroidal (dIp/dt) and poloidal (d/dt) voltages contribute to the halo current drive (Fig. 48). The halo safety factor is a function of the competing effects of current decay and speed of motion. Rapid core current decay relative to plasma motion (rate of decrease of the core minor radius) tends to increase qhalo and thus decrease Ipol (the typical ‘Type I’ limit, see below), whereas rapid motion relative to core current decay rate tends to decrease qhalo and thus increase Ipol (the typical ‘Type II’ limit, see below).

Fig. 48 summarizes the measured and model-simulated evolution of a ‘Type II’ DIII-D VDE . The reconstruction produces a fit of toroidal currents alone, which allows estimate of the edge safety factor (owing to the virtually complete loss of plasma stored energy producing a force-free plasma). The poloidal halo current can be calculated using the force-free condition in the halo, which implies that Ipol = Itor/qhalo. The dynamic evolution of this reconstruction-inferred poloidal halo current and the model-simulated current are in good agreement with the value measured by the tile current monitors. A “Type II” VDE, such as that shown here, is characterized by reduction in qhalo to near unity during the disruption, resulting in a large poloidal halo current component relative to the toroidal halo current component. A “Type I” VDE exhibits a roughly constant or rising qhalo during the disruption, resulting in a smaller poloidal halo current relative to the toroidal halo current.
Vertical and radial forces. Vertical and radial forces on the vacuum vessel systems in ASDEX Upgrade and JET are routinely observed during ASDEX Upgrade disruptions and asymmetric VDEs in JET. While the magnitudes and nature of the forces and vessel responses in both cases are commensurate with elementary assessments of the available plasma-equilibrium-displacement-produced forces, the ASDEX Upgrade and JET experiences illustrate some of the underlying complexities and subtleties of the mechanisms responsible.

The ASDEX Upgrade vacuum vessel is equipped with diagnostics to measure mechanical forces and displacements. The vessel is suspended through eight vertical rods (spaced toroidally every 45), each instrumented with a strain ASDEX Upgrade. The vacuum vessel is also instrumented with displacement ASDEX Upgrade, which measure its radial and vertical movement at the equatorial midplane at four toroidal locations (every 90). Over a database of 100 disruptions, vertical forces above 300 kN have been observed with Ip = 0.8 to 1 MA. In slow VDE’s (growth rates of order 100 ms), peak magnitudes have reached 500 kN. The peak forces do not scale in a simple manner with the vertical unstable plasma force, Finst,z
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Bt. The upper limit of the vertical force is described approximately by |Fz| 250 kN/MA/T. Unlike the large asymmetries seen on JET, the toroidal asymmetries of the vertical forces on ASDEX Upgrade, as measured at the support rods, are typically 20%, and on average 10%, and do not show a clear 
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 tilt of the whole vessel. A typical example of the time traces of the eight strain ASDEX Upgrade signals is shown in Fig. 49. The high degree of azimuthal symmetry is evident.
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Fig. 49 Vertical forces measured on the ASDEX Upgrade vacuum vessel measured at the 8 support rods (labelled n=1 to 8)
The displacement of the vessel (measured at the midplane) has a time behavior similar to the support-rod strain signals. The maximum vertical displacement is ~
[image: image21.wmf]±

0.7 mm at the midplane, while the largest net radial displacement observed was only 0.24 mm, which corresponds to a static lateral force of 17 kN. However, since the disruption loads are applied on a timescale much shorter than the vessel oscillation time, the instantaneous lateral forces may be much higher.

A somewhat different type of vessel behavior during asymmetric VDEs is observed in JET. In JET asymmetric VDEs, the current and position of the plasma can become toroidally non-uniform once the boundary safety factor decreases to a critical value; this is possible when the plasma cross-section shrinks faster than the plasma current decays [Riccardo00a]. The mechanical flexibility of the JET vessel supports, leads to sideways displacements of the vessel. Measurements of these displacements provides clear evidence of the mechanical effects of the forces acting during asymmetric VDEs, against which the predictions of various interpretive models can be benchmarked [Riccardo00b].

Analysis of the interactions among the current carrying systems during asymmetric VDEs reveals that the repelling force between the plasma and the vessel is of little significance in asymmetric events, even if the main symmetric repelling force is significant. The sideways force acting on the vessel is shown to be due mainly to the interaction with the toroidal field of asymmetric currents in the wall [Riccardo00c]. Assuming the asymmetry is dominated by an n =1 mode, the sideways force acting on the vessel can be expressed as Fside,v = Btor b Ip, where b is the vertical semi-axis of the vessel cross section. Since in JET, toroidal plasma current asymmetries are roughly of the same magnitude as poloidal halo current asymmetries, the halo current database can be used to estimate the vessel sideways force. The asymmetric vertical displacement of the plasma centroid produces a net horizontal force acting on the plasma due to the interaction with the toroidal magnetic field Fside,z = Btor Ip0 zp. The asymmetric current fed to, or received from, the wall also gives rise to a sideways force, Fside,I = -Btor ap Ip. Since the plasma must be force-free, these two forces must balance, i.e. Ip
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zp Ip0/ap, and there is experimental evidence to support this [Riccardo00c].

Studies of plasma current quench dynamics and halo current generation mechanisms and characteristics (magnitude relative to Ip0 and toroidal peaking factor) indicate that the basic recommendations  and design guidelines given in the ITER Physics Basis continue to apply. Some relaxation (increase) of the guideline for the lower bound to the area-normalized current decay time, to t100/S* = ~1.8 ms/m2, can be recommended, albeit with the caveat that a few examples that fall slightly below this lower bound have now been seen in DIII-D. New data obtained in JET and MAST supports the IPB recommendations for maximum halo current fraction (Ih,max/Ip0) and Ip0*TPF product. The new data and new data from Alcator C-Mod also shows little evidence for halo current asymmetries (TPF) >2. Progress in the development of magnetic reconstruction and simulation methods for assessing plasma evolution and halo region dynamics is providing new data for calibrating predictive models for ITER. Continuing studies of the vertical and radial forces on the ASDEX Upgrade and JET vacuum vessel systems observed respectively during disruptions in ASDEX Upgrade and VDEs in JET, demonstrate basic understanding of the magnitude of the vertical loads seen in both cases, but less complete understanding of the radial and/or toroidal asymmetric vertical forces seen in the JET vessel during VDEs with significant toroidal asymmetries.
3.3.4 Runaway Electrons Generated by Disruptions

The production during disruptions of relativistic (runaway) electrons poses a potentially serious threat to the integrity of ITER plasma-facing-component surfaces. ITER, like any high-current reactor-regime tokamak, will be inherently susceptible to efficient conversion, by Coulomb avalanche multiplication, of plasma current to relativistic (runaway) electron current [IPB99, Sokolov79, Rosenbluth97]. Such conversion, of up to 80% of the initial plasma current, is predicted to occur following a naturally-occurring disruption, an artificially-induced fast plasma shutdown or a loss-of-control vertical-displacement event (VDE). The subsequent uncontrolled interaction of this magnitude of runaway current with PFC surfaces has a ‘single-event’ potential to produce significant local damage to PFC surfaces and their underlying substrate structures. 
Given this inherent susceptibility of ITER to runaway conversion, plus the already-documented instances of significant runaway generation and avalanche multiplication and sometimes even PFC surface damage in the present (TFTR/JET/JT-60U) generation of large tokamaks, there is urgent need to clarify the properties of “disruption-generated” runaway electrons and to establish methods for avalanche conversion avoidance and runaway discharge termination that can be reliably effected in an ITER-class tokamak. A comprehensive discussion of the physics basis for runaway generation, confinement, loss and potential mitigation has been presented in the 1999 ITER Physics Basis [IPB99]. Since then, significant progress has been obtained in this subject, and new results and important understandings are summarized in this Section.

3.3.4.1 Observations in present tokamaks

Data continues to be accumulated about parametric sensitivities for runaway generation, confinement and loss in the present generation of tokamaks. Observations reported since the writing of the IPB have made for example in JET, JT-60U and Tore Supra tokamaks. Observations documenting runaway generation of the injection of argon pellets have also been reported for DIII-D [Harvey00]. Various theoretical analyses that contribute to understanding of these results and the corresponding estimated effects in ITER have also been published. Taken together, the new data provide an improved understanding of the nature and possible solutions to the problem of avoiding or mitigating runaway damage in an ITER-class tokamak.

Conditions for Runaway Generation. Conditions for disruptive runaway generation and/or amplification (avalanche conversion) in present tokamaks continue to receive systematic study. The previously-noted tendencies reported in the IPB for disruptive runaway generation to be more prevalent in larger-scale tokamaks and to also be positively correlated with higher toroidal field and/or higher plasma edge safety factor have been clarified by new data. Recent large-tokamak observations of the BT and edge safety factor domain for disruption runaway electron generation [Yoshino99, Gill02] have clarified the findings noted in the IPB. Runaway electrons are observed in JT-60U for BT> 2.2T and qeff > 2.5 in JT-60U, and for BT > 2.2T and q95 > 2.5 in JET (typically, in JT-60U, qeff ( 1.25 q95). A similar ≥ ~2 T threshold dependence on BT is also observed in Tore Supra [Martin00]. While definitive understanding of how the BT threshold for runaway generation scales with plasma size (R and/or a) remains as a future R&D task, these observations and anecdotal data indicating increased tendency towards the disruptive generation of runaways in ‘large’ versus ‘medium’ and ‘small’ tokamaks all suggest that disruption-generated runaways in ITER must be expected. 
Direct Observation of Runaways. Direct observations of disruption-generated runaway electrons in flight have been obtained in JET by application of Soft X-ray diagnostics [Gill00]. The resulting SXR data, which dominantly show line radiation of metallic impurities excited by impact of runaway electrons, allow the dynamic evolution of the plasma runaway content to be observed directly. The JET data show that the runaway electrons are generated near the center of vacuum vessel within a small minor radius, and then subsequently move towards to first wall (Fig. 50). The profile of the runaway beam is observed to be Gaussian and its diameter (FWHM) is determined to be ~37 cm (compare to an initial thermal plasma diameter of ~180 cm). Since the local SXR emission is proportional to runaway current density, the q profile can be evaluated: the data indicates q~0.5 at the center of the beam and q~3 at the edge. Such information of q profile is essential to examine the beam stability.
[image: image23.wmf]
Fig. 50. Observation of soft X-ray image of runaways in fight in JET. The downward motion (towards the divertor) is clearly seen. The runaways are first generated 4 ms after the start of the disruption. [Gill00]
Theory of Runaway Dynamics. Progress has been made in calculating the evolution of the runaway population and the electric field during a disruption in a self-consistent way [Helander02a, Helander03, Eriksson03]. These calculations reproduce the experimentally-observed conversion of thermal current to runaway current and thus provide a quantitative link between theory and experiment. In JET, where typically half of the thermal pre-disruption current can be converted into runaways, the calculations indicate that much of the final runaway population is already being generated by the avalanche mechanism [Gill02]. Numerical simulations for ITER (Ip = 15 MA) employing the same basis suggest that about 70% of the ITER thermal current will be converted to runaway current. These results are in reasonable accord with previous predictions, of up to 80% conversion, cited in the IPB for the 21-MA ITER design.
The present theoretical calculations also show that post-disruption current profile becomes more peaked than the post-disruption current profile (Fig.51) [Helander03, Eriksson04]. Previous and present indirect observations of the runaway current channel size and/or profile (eg, li) and the JET SXR imaging data all support this prediction. Peaking has important implications, especially in ITER, for the axisymmetric control and equilibrium stability of the runaway beam. The reason for peaking is that the toroidal electric field diffuses into the centre of the discharge where runaway production is most rapid. This diffusion mechanism is found to be much more important than the one due to toroidal effects [Schittenhelm97] mentioned in the IPB. The theoretically-predicted peaking probably explains why the central safety factor in JET is q~0.5.
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Fig..51. Numerical simulation of the current profile during the runaway conversion phase of a disruption in JET. As is typically observed in experiments, the simulation indicates that the profile of the runaway current is much more peaked than the original current profile. [Helander03]
Finally, the theoretical calculations suggest that, owing to the high sensitivity of the runaway production mechanisms to local plasma parameters, the runaway current profile can easily become radially filamented. Note the ‘hot spots’ observed in the JET SXR data in Fig. 50; these and the other JET observations noted below are likely indications of filamentation.
3.3.4.2  Interaction of runaway electrons with plasma facing components

The SXR images in JET show that the poloidal width of the wall interaction (runaway impact) region is relatively narrow: about 10 cm [Gill00]. Observation of discrete pulses (bursts) of hard X–ray emission during the impact period suggests that the runaway current channel itself is filamented. Similar indications (derived from IR TV data) of poloidally-localized runaway impact and localized first wall heating during VDEs are reported for JT-60U [Tamai02]. In the case of the JT-60U data, the first wall heating and HXR indications of runaway loss are attributed to the effects magnetic-fluctuation-produced runaway transport (see §3.3.4.3 below).
The runaway filamentation and impact region size observations made in JET and JT-60U support the concerns previously identified in the IPB about the PFC-damaging effects of uncontrolled termination of a runaway discharge in ITER. While some uncertainty exists with regard to the exact details of the material damage caused by runaway electron losses, repetitive current quenches with full conversion runaway electrons seems unacceptable in ITER. Simulations using DINA code [Lukash00] indicate a runaway electron energy content of ~50 MJ. Elementary estimates for ITER based upon 50 MJ energy content, extrapolation of the JET and JT-60U impact widths to ITER and consideration of the likely effects of toroidal misalignment in ITER yield an effective deposition area of ~0.8 m2 and peak surface energy depositions of 15-65 MJ.m-2 [IPB99, Gill00] (the range stems from varying assumptions about runaway electron conversion and loss). The area of energy deposition (~0.8 m2) is relatively small owing to the small poloidal extent of the runaway electron beam and the imperfect toroidal alignment of affected wall section.
Owing to vertical instability of the after-conversion runaway current channel, the runaway electron energy will likely be deposited on the upper or lower first-wall surface or possibly within the divertor. Hence melting of the beryllium or tungsten armor, or ablation of graphite must be considered. The runaway energy will deposited in a thin surface layer determined by the electron stopping power and the angle of incidence: the deposition depth is estimated to be ~2.5 mm for beryllium and carbon and ~0.2 mm for tungsten. This energy deposition leads to melting of the material in both beryllium and tungsten in the optimistic 15 MJ m-2 estimate, and melting plus ablation in the pessimistic 65 MJ m-2 estimate.

Similar conclusions are obtained from Monte Carlo code simulations of PFC volumetric energy deposition and temperatures (Fig.52) [Maddaluno03]. The simulations indicate ~5 kg of molten material can be produced (and likely mobilized by gravity and JxB forces) by a single runaway interaction event. Graphite will undergo some ablation for energy depositions > 35 MJ m-2. Again, while significant uncertainties about deposition areas and time scales and effects of runaway beam filamentation and local PFC misalignments exist, frequent occurrence of such an uncontrolled runaway impact event would appear to be unacceptable for operational purposes, particularly with regard to the distortion of the component surface for subsequent normal plasma operation.
[image: image25.wmf]
Fig. 52.  Numerical simulation of the ITER first-wall temperature (in C), just after energy deposition by 10 MeV runaway electrons, with 50 MJ m-2, deposition time = 0.1 s. From left-hand-side, the simulation geometry comprises 10-mm of beryllium armour, 22-mm  of copper heat sink and  a 10-mm inner-diameter copper cooling water tube (lateral spacing = 28 mm). The ~3‑mm thick grey zone indicates material attaining temperature larger than the beryllium melting point. [Maddaluno03]
3.3.4.3
Confinement, termination and mitigation of runaway electrons

The fact that runaway electrons are well-confined in an otherwise MHD-stable  tokamak discharge, even following disruption, is well-known, and many tokamaks observe persistent ‘runaway tails’ in the after-disruption current decay waveform. In cases where the plasma/runaway current equilibrium is otherwise well controlled, in large tokamaks multi-second post-disruption ‘runaway plasmas’ can be obtained in this manner. In many cases, the eventual loss of runaways to the PFC surfaces appears to be governed mainly by the gradual (or abrupt) decay of the plasma equilibrium. In direct terms, the runaways are confined until equilibrium decay or control loss ‘dumps’ them on the PFC surfaces.
Studies of this aspect of runaway confinement and loss, typically at relatively low current (≤ 1 MA) have been pursued in JT-60U. The ability of the JT-60U control system to maintain a vertically stable plasma and divertor configuration during the post-disruption phase [Yoshino97] allows investigation of the subsequent runaway current decay and loss phase. It is found that post-disruption runaway current tends to decay slowly and smoothly, even with zero loop voltage [Yoshino99]. It is also confirmed that negative loop voltage increases the decay rate. During the decay phase, it is theoretically found that the observed gradual loss of runaway electrons can be explained by combined effects of pitch-angle scattering and synchrotron radiation, and this damping can be more efficient than classical Coulomb‑scattering collisional drag [Andersson01]. The characteristic slowing down time of runaway current in JET, 1~2 s, is also explained by these damping mechanisms.  In JT-60U, the temporal behaviour of the runaway current can be explained with the balance of avalanche generation and slowing down by these damping mechanisms [Kawano05).  
The JT-60U experience demonstrates that when the plasma position and shape control can be maintained after disruption and formation of a runaway current channel, it is then possible to effect a “slow and controlled current termination” that can act to benignly terminate runaway electrons and any remaining plasma thermal current.

In JT-60U, it is demonstrated that the runaway electrons that are otherwise well-confined during the after-disruption phase are exhausted at an increased rate owing to the presence of the large-amplitude magnetic fluctuations that spontaneously appear when the edge safety factor qs becomes small as 2 or 3 (Fig.53) [Yoshino00, Tamai02]. The runaway-loss-enhancing effect of magnetic fluctuations, already reported in the IPB, is confirmed by more recent simulations that demonstrate that magnetic islands having widths expected during disruption cause a collision-less loss of relativistic electrons owing to enhancement of the stochasticity of their relativistic motion. This enhancement can explain the enhanced runaway loss experimental observations reported in JT-60U [Tokuda99] and also the tendencies noted above for runaway ‘generation’ in large tokamaks to be inhibited at low BT and/or low edge q. Low edge q occurs naturally in a typical VDE and/or the end phase of a VUD; enhanced fluctuation losses seem a likely explanation of the BT and/or low-q ‘generation thresholds’ observed in large tokamaks.
In JT-60U, injection of impurity neon pellets into a post-disruption runaway plasma, caused prompt exhaust of runaway electrons from the plasma and a reduction of runaway plasma current, without large amplitude MHD activity [Kawano05].  Since the bulk electron temperature is estimated as very low (~10 eV), the pellet ablation time would be very long (~10s).  However, an increment of electron density was observed at the pellet injection.   Therefore, it is likely that the runaway electrons themselves play an important role in the pellet ablation, but theoretical and modeling studies to understand this ablation process, together with the exhaust dynamics of runaway electrons, are needed.
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Fig. 53. Temporal evolution of (a) surface safety factor, (b) plasma current and its decay rate, (c) magnetic fluctuations with toroidal mode number n = 1, (d) growth rate of each spike in the n = 1 mode, (e) poloidal mode number m, (f) deposited power on the inner divertor plates and (g) hard X ray emission, during runaway termination in JT-60U.[ Tamai02]
Fluctuation losses of sufficient magnitude can act to reduce or eliminate avalanche gain. If electrons undergoing runaway acceleration are lost before they have had time to produce knock-on secondaries, they do not contribute to the avalanche growth. This has been shown both numerically [Harvey00, Helander00] and analytically [Helander00]. The exact magnetic fluctuation amplitude necessary to suppress runaway avalanches depends on the mode structure and spectrum of the fluctuations. However, the theory suggests that these dependencies are fairly weak and that avalanche suppression should occur, for typical tokamak parameters, when Br/B ~10-3, both in ITER and in existing experiments. Further study in present large-tokamak experiments under conditions where appreciable avalanche gain is otherwise evident is required to assess the ability of magnetic fluctuation losses to partially or completely offset avalanche multiplication in a high-avalanche-gain plasma.
Application of an ‘equilibrium sustenance and Ohmic ramp-down’ method, supplemented by high-Z pellet injection, to terminate ITER runaways has been studied [Jardin00]. The studies demonstrate the possibility (subject to PF system voltage, current and power limitations) to effect a controlled ramp down of the currents of the poloidal field coils, in a manner that applies a negative loop voltage (to reduce runaway energy) while simultaneously reducing vertical elongation and maintaining vertical and radial position control. The injection of a succession of small high-Z pellets to enhance radiative and collisional losses during the combined thermal and runaway current ramp-down is also proposed.
During such a slow termination, there is time to apply additional techniques (eg pellet injection [Kawano05] or enhancement of natural magnetic fluctuation levels [Kawano02]) for mitigation and termination of runaway electrons. The possibility of mechanical intervention, ie., gradual insertion of a movable limiter, also exists. 

High-Density Mitigation. The runaway mitigation scenarios and methods cited above focus on achieving a benign (or acceptable) gradual termination of an already-established runaway discharge. The estimated time scale for effecting such a termination in ITER is estimated to be ≥ ~10 s. An alternate approach of providing a large increase of the plasma electron content, by a factor of ≥ 100, before or during the current quench phase of a disruption or VDE, has also been proposed [IPB99]. The basis of this approach lies in the observation that at sufficiently high electron density (free + bound), the ratio E/Ec becomes less than unity and there is no avalanche multiplication [Rosenbluth97]. Here E is the in-plasma toroidal electric field and Ec = (4e3neln/ mc2) is the critical electrical field that governs whether or not the avalanche grows. Elementary considerations developed in the IPB show that the corresponding critical electron density, denoted here as the Rosenbluth ‘no-avalanche’ density, nRB, is given to a reasonable approximation by
nRB (1020 m-3)  11 E (V/m)
Combining this estimate with the further estimate, based upon dissipation of the plasma internal flux, 0Rli/2, in the minimum current quench time tCQ/S*  1.7 ms/m2 (see §3.3.3.1) leads to the ‘no-avalanche’ estimates for ITER (given in Table 5 of the Introduction to §3.3) of E = Ec  38 V/m and nRB  4 x 1022 m-3. As Table 5 demonstrates, similar values apply for present (eg., JET)  and future large reactor scale tokamaks (eg., ITER-EDA).

As the IPB discussion notes “if runaways are to be unconditionally avoided…the electron density must be quite high…” and possibilities of achieving the required ~100-fold increase in density by means of the injection of single or multiple solid pellets and by injection of liquid jets were identified. The likely need, confirmed by impurity injection simulations [Rosenbluth97], for low-Z species injection (H2/D2 or He or possible Be) versus medium-Z or high-Z injection to ensure runaway conversion avoidance in ITER-EDA was also noted.
Massive gas injection (MGI) ‘disruption mitigation’ experiments (see §3.3.6.3), effected with subsonic gas jet systems, have demonstrated the feasibility of achieving after-injection electron densities that may have approached the corresponding Rosenbluth no-avalanche density. Experiments with massive (~350,000 torr-l/s) He injection in DIII-D [Taylor99] and subsequent experiments conducted during 2000-2001 with similarly massive Ne and/or Ar injection (~100,000 torr-l/s) [Whyte02,03] resulted in attainment line-average ne approaching 1021 m-3 and also reduction of divertor thermal quench loading, peak halo current magnitude and toroidal asymmetry (see §3.3.6.3). In JT-60U, similar experiments with mixed injection comprising a small amount of noble gas (argon, krypton, and/or xenon) and larger amount of hydrogen gas verified the feasibility of injection schemes with flexibility to adjust the species mix and ratio of injected gases [Bakhtiari02, Bakhtiari04].
In DIII-D, the He and Ne/Ar MGI plasma shutdown experiments resulted in fast plasma current shutdowns that did not produce detectable indication of runaways. Comparison experiments with Ar pellet injection did produce runaways [Harvey00]. Analysis of the He injection data showed that the resulting MGI-initiated current quench plasma exhibited classical Spitzer resistivity [Humphreys00, Whyte00]. This finding indicates that ionization and energy balance calculations of Te and Zeff can be reliably used to calculate the parallel electric field for estimating runaway electron generation and amplification.

Application of the same ionization and energy balance methodology to the 2000-2001 DIII-D experiments by Whyte et al suggested that, given the premise that the measured quantity of injected Ar (or Ne) was more-or-less uniformly mixed throughout the ~30 m3 plasma volume by the end of the current quench, the resulting Ar- (or Ne-) dominated plasma density (nimp ~2x1021 m-3, equivalent to ne ~ 2-4 x 1022 m-3  nRB) would be only weakly ionized, E/Ec would approach unity and resulting runaway amplification would be small [Whyte02,03]. This could explain the observed lack of runaway production. However, subsequent further Ar injection experiments, conducted in 2004 with an improved ‘high-intensity’ gas injection system [Hollmann05], clearly showed that the injected Ar does not penetrate (in neutral form) more than a few centimeters into the plasma. Subsequent evaluation of the injection flow data also showed that, owing to the finite rise time of the injection flow, the quantity of gas delivered to the plasma by the end of the current quench was significantly less than the total quantity that was injected. The observations reported by [Hollmann05] also highlight the role of MHD fluctuations in effecting mixing and subsequent transport of the edge-ionized neutral gas into the plasma core. The effect of MHD fluctuations in promoting timely and effective mixing of injected hydrogen and/or impurities is an issue that needs further experimental and computational study. Optimization of injection system to ensure that the desired quantity of gas is delivered to the plasma in a time that is ≤ tCQ (as short as 4 ms in DIII-D) is also important.

Massive neon gas injection is used on a routine, automatically-initiated basis in ASDEX Upgrade for avoidance of excessive vertical forces on the vacuum vessel (see also 3.3.6.3). While the effect in suppressing runaways is not explicitly reported, the resulting fast current shutdowns are apparently runaway free.

In a high-avalanche-gain experiment such as ITER, it is essential that sufficient injected electron content be present throughout plasma volume early in the current quench, since this is the critical time to suppress amplification of seed runaway electrons from whatever source. Adding gas after the formation of the confined runaway electron beam is much less effective with respect to suppressing runaway electrons [Kawano01].
3.3.4.4  Summary and implications for ITER

Experiences with after-disruption runaway generation and parametric explorations of the conditions for runaway generation in the present JET/JT-60U generation of divertor tokamaks and past experience in the TFTR limiter tokamak all indicate the likelihood that disruptions, VDEs and even moderately fast plasma shutdowns in ITER will generate high magnitudes of runaway electron current. Observations in JET and theoretical analysis confirms the important role of Coulomb avalanche multiplication, even under present moderate-gain conditions. Extrapolation to the high-gain ITER regime implies 70%—80% conversion of plasma current to ~10 MeV runaway current, with runaway energy content of ~ 50 MJ. Natural or uncontrolled rapid loss of this magnitude of runaway current and energy to localized portions of the ITER first-wall or in-divertor surfaces has a self-evident potential for serious ‘single-event’ surface and substrate melting and/or damage.
Experience with after-disruption runaway confinement in present tokamaks indicates that natural loss processes (those occurring at normal plasma densities and/or with typical pre-disruption levels of MHD fluctuation) will be slow (10-100 s) in ITER. Hence the ability of the ITER plasma equilibrium control system to maintain adequate control during the thermal current to runaway current conversion process and during the subsequent [gradual] runaway termination phase will be critical. Beyond the elementary PF and plasma control system requirements to be able to maintain equilibrium control (see Chapter 8) during and following conversion and to then effect a gradual (~10-100 s) runaway current termination, there also appears to be need to take additional action(s) — e.g., by application of a negative loop voltage, and/or injection of impurity pellet to exhaust runaways, and/or by injection of high-Z gas to promote enhanced collisional losses, and/or by introduction of a movable limiter and/or by artificial generation of enhanced MHD fluctuations — to effect a benign runaway shutdown.
Alternately, injection of massive quantities of neutral particles (and electrons), either prior to onset of disruption (thermal quench) or immediately after thermal quench (within 10 ms after thermal quench onset) theoretically offers a means to unequivocally avoid runaway generation. However, for the technique to be fully successful, in-plasma electron densities in excess of 1022 m-3 must be achieved before appreciable current decay occurs. While present experiences with massive gas injection are modestly encouraging with regard to attaining high electron densities in present tokamaks, and while the technology to implement MGI hardware for ITER is straight-forward, further study of the underlying neutral penetration and particle/electron assimilation mechanisms and of the role of MHD fluctuations in effecting mixing in an ITER-scale tokamak is required. The possibility that the enhanced level of MHD fluctuations that MGI produces may also act to at least partial offset the predicted Coulomb avalanche gain also needs careful consideration.

Parallel development of more-penetrating neutral particle delivery means, ie. high-density supersonic gas jets, liquid jets and/or large-scale pellet injectors with a fast multi-pellet burst capability would also seem prudent.
Finally, it is important to understand that the susceptibility of ITER (and all presently envisioned after-ITER reactor tokamaks) to runaway conversion and PFC damage owing to uncontrolled runaway current termination arises solely owing to the high current (≥ 10 MA) nature of these devices. Hence having a ‘solution’ to ITER’s runaway ‘problem’ is mandatory as soon as current levels approach 10 MA, even with a non-burning hydrogen ‘commissioning’ plasma. And having reliable runaway conversion avoidance or mitigation strategies will be essential for a DEMO class tokamak.
3.3.5 Integrated Modelling and Simulation
The preceding Sections approach the phenomenology, data and physics bases for disruption and disruption effects in a topical manner, as if the phenomenology and effects are separable. The same topical basis for presentation is used in the IPB. However, as the discussion presented therein makes clear, there are cause-and-effect connections among all of the observable attributes of disruptions, and interpretation of disruption data from present tokamaks and predictions of what will happen in ITER ultimately require use of some degree of an ‘integrated’ model. At the very least, the dynamic evolution of the plasma equilibrium configuration and MHD stability — from initial precursor MHD instability growth to final decay of the plasma current — needs to be explicitly taken into consideration. For predictive modeling of ITER disruptions and VDEs, it is also necessary to incorporate or parameterize certain further aspects of the underlying plasma energy balance and current composition (e.g., thermal-to-runaway current conversion in the integrated model). Finally, it is also necessary that models for ITER incorporate an accurate representation of the torus vacuum vessel, in-vessel components and the ex-vessel PF coil system and, in some cases, the before- and after-disruption actions of the PF control system (see Chapter 8).
Discussion of the physics basis aspects of a complete integrated model can be found in [IPB 99]. This subsection discusses recent advances — made, in most cases, using ‘integrated’ dynamic equilibrium models — in the self-consistent numerical simulation of ITER disruptions and VDEs and their resulting EM loading consequences. Use of a variety of integrated models for disruption halo current and runaway data interpretation in present experiments, or simulations of disruption mitigation methods, are described elsewhere in Sections 3.3.4—3.3.6, Here, representative examples that contribute to reaching the conclusions noted in previous Sections about the structural integrity of ITER vacuum vessel and other in-vessel systems are presented. Progress in incorporating more-fundamental 3-D MHD instability considerations into these types of simulations is also addressed and a brief summary of the present capabilities and future development needs for integrated modeling is given.

3.3.5.1 ITER disruption simulations
Prediction of the characteristics and consequences of ITER disruptions must be performed using an integrated simulation model, since the detailed behaviour of the plasma during disruptions and VDEs, cannot be directly predicted by simple extrapolation from the experimental ‘database(s)’ that have been described in preceding Sections. The limitation on direct extrapolation is owed in part to the different combination of plasma geometry and surrounding passive structures in ITER (as contrasted with geometry and structures in existing machines), and in part to the differences in energy levels and underlying physics processes that arise from the increase in ITER plasma size and energy content.
Much of the integrated modelling or simulation of the effects of ITER disruptions and VDEs has focused on assessments of the basic plasma equilibrium dynamics and resulting electromagnetic consequences. A self-consistent simulation of the plasma equilibrium dynamics is essential to obtain meaningful estimates and time histories of induced toroidal currents in the vacuum vessel, eddy and halo currents in the in-vessel components and estimates of the location and poloidal extent of plasma-PFC interaction regions. Simulations of the VDE and during-disruption equilibrium dynamics for both present tokamaks and ITER have typically been developed using the DINA [Lukash96, Khayrutdinov93] and TSC [Jardin86, Jardin00] dynamic equilibrium codes. Here, simulation results for ITER developed on the basis of the DINA code are mainly described.
As the discussion given in §3.3.3 details, plasma current decay time and waveform and the ensuing dynamics of the vertically-unstable plasma configuration evolution influence the magnitude, location and time-history of induced vessel currents and in-vessel-component eddy (circulating) currents. In addition, the current decay rate and equilibrium dynamics influence the magnitude and toroidal asymmetry of the ex-plasma and in-vessel halo currents. While it is possible to implement physical models that can calculate core and halo plasma temperature and resistivity (and hence current decay rates) on a first-principle joule-input/radiation-loss basis, a first-principle ability to predict plasma impurity content during disruption is presently lacking. Hence past and present modelling of ITER disruption and/or VDEs typically proceeds on the empirical basis (for DINA) of adjusting the model parameters to yield prescribed thermal energy loss and current decay rate or waveform (see Fig. 54 below). A similar parametric adjustment procedure (wherein the plasma energy loss and resistivity models are adjusted) can be applied to obtain a prescribed thermal energy loss and/or current decay time or approximate waveform in TSC modelling. In both cases, it is important to recognize that, to some extent, the resulting predictions of equilibrium dynamics, halo currents and vessel and in-vessel eddy currents, etc. have residual sensitivities to the underlying modelling basis ‘input assumptions’.
Since the DINA code (and the TSC code) provide 2-D (n = 0) plasma equilibrium modeling, only toroidally-symmetric halo currents can be evaluated. For the subsequent EM load analyses of the structural effects of in-vessel halo currents, 3-D effects (toroidal asymmetries) are introduced in an after-the-fact manner by applying a toroidal peaking factor that is empirically derived from the halo current database (see §3.3.3.2) [IPB99, Riccardo03].
Two scenarios for disruption are simulated:
Major Disruption (MD), which starts from thermal quench and q profile flattening when plasma is at its nominal position. This is followed by fast reduction of plasma current. In this case, the ex-plasma halo begins to form immediately following the end of the  thermal quench.

Vertical Displacement Event (VDE), starting from a vertical displacement due to loss of vertical position control. Both downward and upward plasma vertical movements are considered. After plasma boundary touches the wall, the value of q at plasma boundary decreases as the plasma cross-section area diminishes. When the boundary q reaches a specified value q = 1.5-2.0 [Sugihura02], thermal quench takes place triggering a fast reduction of the plasma current. For this case of disruption, the halo area shows up just after the formation of a limiter configuration.

The initial plasma equilibrium is taken from the 15-MA ITER ‘Reference’ inductive scenario (li = 0.85, (p= 0.7). Major assumptions used in the two simulation cases are summarized in Table 9.
Table 9
Major assumptions used in ITER disruption simulations
	Parameter
	MD
	VDE

	Current quench rate (time)
	375MA/s (40 ms)
	375MA/s (40 ms)

	Current quench waveform
	Linear
	Linear

	Thermal quench duration
	1 ms
	1 ms

	Beta drop during vertical movement

(before thermal quench)
	0
	(0.3

	Surface q value at thermal quench
	3
	1.5 - 2

	Decrease of li during thermal quench
	0.15 - 0.2
	0.15 - 0.2

	Te,halo / Te,core
	1
	1


3.3.5.2 DINA Disruption Modelling Basis

For disruption and VDE modeling, an extended ‘disruption simulation’ version of the basic DINA code has been developed. The extensions provide the ability to simulate the dynamic evolution of 2-D plasma equilibrium with both closed (core) and open (SOL) magnetic surfaces. The plasma equilibrium modeling is achieved in combination with an axisymmetric model of the external circuit (PF coils and surrounding conducting vacuum vessel and in-vessel structures). Flux-surface-averaged plasma energy transport equations are also solved simultaneously. The resulting integrated model has been validated in several tokamaks [Humphreys97, Khayrutdinov01]. 

The DINA disruption simulation incorporates a detailed axisymmetric representation of the ITER vacuum vessel and in-vessel systems. The vacuum vessel is modeled by a set of thin plates with relevant resistance, so that global L/R time can be matched with that calculated for the actual geometry. Blanket modules are modeled by a set of axisymmetric current-carrying rings, with opposite rings connected in the toroidal direction so that zero net toroidal current flow is obtained. Resistances of each pair of ring are selected to yield an equivalent penetration time for poloidal magnetic fields through blanket that is calibrated with 3-D analysis of eddy current dynamics obtained from finite-element simulations.
During thermal quench, conservation of helicity is invoked to calculate the resulting re-distribution of the plasma current profile. After-thermal-quench energy transport is not calculated and both plasma core and halo region electron temperatures are assumed to be uniform, with a prescribed value. A temperature ratio for the plasma and halo areas can be specified (see Table 9). During the current quench phase, the width of the halo region is determined by a simple model, benchmarked against JT-60U disruption data [Lukash02], that is based on conservation of toroidal flux within the plasma cross-section, which is taken to include the halo region once vertical instability develops. Application of this flux-conservation model to ITER yields a halo region evolution that mimics what is seen in JT-60U, wherein the halo spatial width is observed to increase gradually as the plasma moves downwards during a VUD.
A somewhat different type of halo evolution is observed in DIII-D, where observations and simulations indicate that the halo spatial width stays approximately constant during the course of a VUD [Humphreys99, Humphreys00]. While the difference between the two classes of halo-width observations is not large, and while it is likely that both types of observations are consistent with a common flux-conservation and diffusion physics basis model, further physics basis understanding and development of a more-predictive halo model is required. Such a model should incorporate internally self-consistent temperature and conductivity profiles for the halo region, to allow refined halo-width and halo-current magnitude predictions for ITER.

3.3.5.3 Predictions for major disruptions and VDEs in ITER

Figure 54 shows the time evolution of the plasma and poloidal halo currents, and plasma boundary (last closed flux surface) for the MD case simulated by the DINA code.  For the changes of li and p at thermal quench prescribed in Table 9, the plasma moves upward after thermal quench. Since impact of vertical displacement on machine due to eddy and halo currents is more severe for downward displacement (towards the X point) than for upward displacement, the initial plasma position in ITER is specified to make the plasma movement upward, taking the concept of neutral point [Yoshino96] into consideration. The neutral point of up-down asymmetric, single-null diverted plasmas, however, depends on the change of li and beta at thermal quench [Nakamura02a], implying that no unique neutral point exists. Therefore, the present initial position is chosen to ensure that upward movement is obtained for wide range of li and p changes. This has been confirmed by systematic simulation studies for a range of MD cases
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Fig. 54.  Time evolution of (a) plasma and poloidal halo currents (b) plasma boundary (LCFS), for the MD case in Table 9.
The maximum in-vessel (poloidal) halo current reaches about 1.5 MA (~10% of Ip0). 

Figure 55 shows the time evolution of the plasma and poloidal halo currents, plasma vertical position and (b) plasma core (LCFS) and halo boundaries for the downward VDE case. A small initial downward perturbation is provided at t = 0, and plasma moves downward, without vertical control, before the thermal quench occurs at t = 670 ms. Peak halo current for this VDE reaches about 3 MA (~20% Ip0)
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Fig. 55  Time evolutions of (a) plasma and poloidal halo currents, vertical position (Z) and (b) plasma LCFS (red lines) and halo boundaries (green lines) for the downward VDE case.
3.3.5.4 Calculation of Non-axisymmetric Halo Current effects in ITER by M3D code

Full three-dimensional simulations of VDEs in ITER have been carried out using the M3D code [Park99, Paccagnella05]. Scaling of the VDE vertical growth rate proportional to wall resistivity has been verified. Simulations have been done of disruptions caused by large inversion radius internal kink modes, as well as by the nonlinear growth of resistive wall modes. 

 The M3D code includes resistive wall boundary conditions, which match the solution inside the resistive wall to the exterior vacuum solution. The exterior problem is solved with a Green's function method, using the GRIN code [Pletzer01].  The M3D code has a time dependent self-consistent resistivity model, and realistic ITER geometry including the magnetic separatrix. Thermal conductivity in the presence of the separatrix provides an adequate temperature contrast between the core and the halo region (the open field line region outside the separatrix).
The M3D simulation capabilities allow modeling of both the disruption and VDE phases of a VUD (vertically unstable disruption), where disruption causes a thermal quench, which in turn causes a current quench, vertical instability and halo current development. The example in Fig 56 shows a VUD initiated by an unstable large-inversion-radius internal kink mode. When the internal kink instability becomes sufficiently nonlinear, toroidal coupling to other modes causes disruption. The plasma cools because of transport along stochastic field lines. This raises the resistivity and dissipates the current. The current decay is accompanied by a VDE and halo current development. The VDE growth rate is at least twice as fast in the presence of disruption.  The calculated toroidal peaking factor (TPF) for the poloidal halo current can be as large as 3, but typically tends to about 2. This range of TPF matches the observations for present experiments in the halo current database (see §3.3.3.2).
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Fig. 56.
An example M3D calculation for a VUD caused by a large-inversion-radius internal kink mode, Contours of poloidal flux at 2 stages of the VDE development are shown [Paccagnella03]
Simulations have also been made of disruptions caused by resistive wall modes, which, in turn, are triggered by application of static non-axisymmetric magnetic error fields. A parallel viscosity model has been introduced in M3D to provide dissipative coupling needed to reproduce resistive wall mode physics. The model conserves toroidal angular momentum, and is consistent with equilibria with toroidal flow in which the equilibrium angular frequency is a flux function. When the external magnetic perturbations are applied, the parallel viscosity causes a damping of the toroidal flow energy, growth of the plasma RWM and onset of disruption.
The example simulations presented here illustrate the potential of the M3D model, with incorporation of appropriate ‘auxiliary’ MHD and energy transport physics models, to simulate the full sequence of events for ITER-like VUDs and also hot-plasma VDEs. Validation of the overall simulation capabilities and/or auxiliary models, by comparison with specific VUD and VDE data from present experiments, remains as a future R&D task. 

3.3.5.5 Summary and future needs

The development and application of dynamic 2-D plasma equilibrium models for internally self-consistent disruption and VDE data interpretation, and simulation of ITER disruption and VDE scenarios has reached a reasonably mature state.  Modeling/simulation accuracies (self-consistency) seem adequate for purposes of providing ITER vacuum vessel and in-vessel component electromagnetic loading data. While the basic equilibrium evolution dynamics aspects of the presently-available models has been well validated, validation of some of the other modeling elements (eg, halo current dynamics and core and halo region energy balance) is not as complete or universal. Hence predictions from 2-D models must be accompanied by due recognition of the uncertainties (or ranges of outcomes) that uncertainties in the underlying disruption physics basis or auxiliary modeling element basis introduce. Needs for sensitivity studies to investigate the range of outcomes and for improvements upon the present empirical or ad hoc nature of some of the auxiliary modeling bases are also obvious.
The emerging development of full 3-D MHD dynamic equilibrium modeling capabilities is promising and offers prospects for a ‘fully self-consistent simulation’ of ITER disruption scenarios and consequences. Application of 3-D dynamic modeling to the interpretation of disruption data in present tokamaks will likely aid in sorting out some of the presently obscure internal cause-and-effect dynamics of the precursor-growth to thermal-quench phase of disruptions, and perhaps also help in clarifying the cause(s) for the wide range of data scatter in current quench and halo current databases. Finally, as for the 2-D modeling, incorporation of adequate (and validated) auxiliary modeling elements into the 3-D models will be needed before an ‘ITER disruption simulation’ can contain sufficiently realistic physics to make quantitative predictions.

3.3.6. Disruption Avoidance, Prediction and Mitigation
The importance for ITER of avoiding, wherever possible, the occurrence of disruption or loss-of-equilibrium-control events that lead to disruption is universally acknowledged. Similarly, the need for mitigation strategies that minimize or eliminate the adverse consequences of disruptions is well-known. Finally, there are operational reasons — mostly related to protecting the integrity and continued function of PFC components — why a fast plasma power shutdown capability is needed. The combination of these considerations leads to a compelling need to develop disruption prediction, avoidance and mitigation strategies that can be effected with high reliability, while at the same time allowing ITER scientists to conduct exploratory plasma development and optimization studies in burning plasma regimes where the risk of disruption will be appreciable.
The needs and considerations noted above have been identified and discussed in the ITER Physics Basis. In the three Sections that follow, recent progress in physics understanding and methods development applicable to i) disruption prediction (§3.3.6.1), ii) disruption avoidance (§3.3.6.2), and iii) disruption mitigation and fast plasma shutdown (§3.3.6.3) are summarized. There is overlap among these topics and some of the physics basis findings already cited in the previous Sections of this Chapter. Overall implications for ITER and needs for further research are summarized at the conclusion of §3.3.6.3.
3.3.6.1. Disruption prediction
Having a ‘real-time’ capability to predict impending disruption is acknowledged as critical to being able to operate a tokamak with adequate disruption protection (to the extent that subsequent resumption of plasma operation in a timely manner will not be compromised). Here ‘real-time’ denotes the basing of disruption prediction on real-time plasma and device diagnostic data, to provide sufficient advance indication of impeding disruption such that avoidance and/or pre-emptive mitigation measures can be taken. The specifics of what constitutes ‘sufficient’ depends on the avoidance and/or mitigation techniques to be employed and also on the inherent time-scale of the tokamak in question. These specifics and requirements for real-time prediction in present tokamaks and ITER are discussed below.
The implementation of a reliable real-time disruption prediction or advance warning method is a challenging task that has been investigated in various tokamaks over the last decade. In many experiments, ‘deterministic’ prediction (warning) methods based upon monitoring of one or two key indications of impending disruption — for example, locking of an initially-rotating tearing mode and/or bolometric indication of a global plasma energy balance deficit — are deployed, and in some instances used in a real-time manner to initiate remedial or pre-emptive actions (see §3.3.6.2). While such ‘disruption avoidance’ methods are often effective for their intended application, they do not always reliably predict the impending occurrence of disruption over a wide range of plasma parameters or for all phases of a discharge. Such methods may also produce undesirable ‘false alarm’ indications of pending disruption in cases where the plasma would not actually disrupt. In situations where alarm indications are coupled to pre-emptive action, too-frequent false alarms can thwart progress in the development of high-performance plasma operation regimes.
To address some of the perceived shortcomings of deterministic prediction, the neural network (NN) technique — which draws upon a wider range of input data to develop a single disruption predictor output — has been applied. A significant NN development and test effort has been implemented on present experiments, including ADITYA, ASDEX Upgrade, DIII-D, JET, JT-60U, and TEXT. Performance of a NN is typically quantified in terms of the success rate, SR, the fraction of instances where the NN successfully predicts occurrence of disruption or alternately, the failure rate (FR) or missed alarm (MA) rate (FR = 1 – SR), wherein the NN fails to detect an impending disruption. The false alarm (FA) rate, where the NN indication of pending disruption proves to be incorrect, is a second important performance attribute.
Neutral networks require ‘training’: before-deployment development of the weighting coefficients that control the summation of the input signals. This training requires a multi-discharge data set — time histories of the relevant input parameters — for discharges that disrupt, and is specific to the NN input data set being utilized and also, to at least some extent, to the plasma operation mode and operation attributes of the particular tokamak that the NN is being implemented on. Once the NN is trained, its performance can be validated ‘off-line’ against a second (independent) already-archived data set, or tested, either ‘off-line’ or “on-line”, against newly-acquired data.
NN development work performed at DIII-D, used a NN to predict the value of the N at the disruption starting from a 33-input set of data acquired during NBI-heated discharges [Wroblewski97]. The NN was trained, using the disruptive shots, to predict, some tens of milliseconds in advance, the maximum N that a given plasma would reach at the time of disruption. In an off-line validation test, the NN had a ≥90% SR in accurately predicting N at disruption, but the FA rate was 20% for non-disruptive cases. The same type of ‘simple’ NN method was tried to predict the density limit disruption in ADITYA Tokamak [Sengupta01].
In ASDEX Upgrade, a NN predictor was used to trigger killer pellet injection as a mitigation action for density-limit disruptions [Pautasso02b]. The NN output, developed from 13 input parameters sampled every 2.5 ms, predicted the time interval, tNN, before disruption. Alarm action was activated for tNN ≤ 50 ms. A database from 99 disruptive shots and 386 non-disruptive shots was used for training. In an off-line (open-loop, without pellet injection) validation, an 85% SR (55 of 65 disruptive shots in the validation set) was achieved, with 1% FA rate for 500 non-disruptive shots. Figure 57 shows an example of open-loop alarm indication. The disruption is predicted more than 20 ms before occurrence.
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Fig. 57. Neural network prediction for an ASDEX Upgrade density limit disruption that follows NBI turn-off [Pautasso02b]
In JT-60U, a NN-determined “stability level”, calculated from 9 input parameters, sampled every 2 ms, is used to predict occurrence of disruption [Yoshino03]. The NN was trained in two steps, first with 12 disruptive and 6 non-disruptive shots (Step 1) and second (Step 2), with NN output data for 12 disruptive shots modified according to the output stability levels from the NN trained in Step 1. The resulting optimized “Neural Net Disruption Predictor” was tested against 300 disruptive shots and 1008 non-disruptive shots selected from 9 years of JT-60U operation. The SR for predicting disruptions — other than those caused by density limit, high li during current ramp-down or locked modes at low density — with 10-ms advance warning, was 97–98%. The FA rate for non-disruptive shots was 2.1%. Careful selection of input parameters and a two-step training method reduced the FA rate, resulting in a considerable improvement of the overall prediction success rate.

The effects of the type (cause) of disruption on the SR are shown in Fig. 58. For low-density locked-mode disruptions, the SR is satisfactory 100 ms before disruption, despite the fact that locked-mode data was not included in the training data set. In contrast, prediction of the N limit disruption has a lower SR, probably because there are no clear precursor indications in the input set that occur more than 20 ms before disruption. Recent investigations in JT-60U have shown that training with non-disruptive shots and careful adjustment of the Step 2 output (-limit) data can improve beta-limit prediction and reduce the FA rate [Yoshino04].
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Fig. 58  JT-60U: Prediction success rates of the major disruption caused by the density limit (206 shots), the plasma current ramp-down (31 shots), the Low Density Locked Modes (LDLM) (34 shots) and the -limit (29 shots). [Yoshino03]

Various NN optimizations have been applied for the prediction of disruptions in JET [Cannas04]. The data sampling interval is 20 ms. The performances of the best NN optimization are shown in Table 10. The FA rates are negligible for both the validation and the test sets over the 20 to 200 ms time window considered. The number of MAs is larger, but comprises approximately 11% of the entire validation and test data set (97 shots) at 100 ms before the disruption.
Table 10 JET NN performances. tp is the time before the disruption. The numbers in brackets indicate the total number of the shots for training, validation and performance test

[image: image34.jpg]Atp (ms)

40 60 80 100 120 140 160 180 200

Training set

MA@B6) 2 3 4 3 4 5 8 9 17

FA(4000 0 O 0 O 0 0 0 0 0
Validation set

MA@35 0 0 1 1 2 3 4 5 5

FA(246) 0 0 0 1 1 1 1 1 2

Test set
MA®G2 9 11 13 10 13 17 18 21 22
FA(132) © 0o 0 0 0 0 0 0





For the best-performing NN configuration considered by Cannas et al, MA rates are 10-20% (SR = 80-90%) for test data set, whereas the FA is low (zero). This balance of SR versus FA rate arises owing to the penalty applied, during the NN training process, to the occurrence of a FA, which, in the intended application, would invoke a ‘soft landing’ of the plasma current (see §3.3.6.2), thereby preventing completion of the experiment. A different choice in the penalty of the NN output signal would achieve a different balance between the SR and FA performance.
For JET disruptions caused by tearing instability or the density limit, the NN prediction provides satisfactory reliability and a low FA rate for look-ahead times up to few hundreds of milliseconds before disruption occurrence. Similarly satisfactory experience is obtained in Asdex Upgrade and JT-60U. Better results with regard to high SR are obtained if the operations-regime and disruption-type space parameters used for the training and validation of the NN are well-covered and representative of the parameter that are encountered upon NN deployment. On the other hand, further NN development is necessary to reduce the number of FAs generated: in real-time deployment NNs, unexpected FAs (Fig. 59) are sometimes encountered.
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Fig. 59  False Alarm generated in JET shot 46314. Alarm indication occurs at 19.7, 21.1 and 21.2 s [Cannas04]
Discussion and Future Work. The experience gained with NN disruption prediction methods has identified a number of issues that call, on one hand, for a dedicated effort in the generation of the input signals, and on the other hand, for a deeper understanding of disruption dynamics and precursor identification.
Regarding the first aspect, any kind of disruption prediction means — NN or other — requires a dedicated set of input signals with high reliability, adequate time resolution and long-term calibration stability. Signals used to date for NN prediction have typically been generated for other purposes, and have some shortcomings for NN testing and deployment. In addition to ‘quality’ considerations, it is essential that NN input data include signals that provide precursor indication of pending disruption. For some classes and/or overt causes of disruption (e.g., density limit or cold-edge disruption, see §3.3.1), ample precursor indication is present in multiple signals. For other cases (eg., fast-growing internal MHD triggered -limit or pressure-gradient-limit disruptions), signals with sufficient precursor content are more difficult to obtain.
There are also other critical points that are intrinsic to the NN approach. These points include: limitations on extrapolation capability, the need during initial training for a sufficiently large and comprehensive database of disruptive discharges and the machine-specific nature of NN design. The extrapolation capability of NNs is intrinsically poor in situations where expanded or new operation regimes are encountered. In present experiments, plasma operation parameters naturally evolve with hardware improvement and new abilities to produce of plasmas with higher performances. Hence the training of NNs requires updating as the plasma operating domain and performance capabilities are expanded. This requires having a database that covers the full operational parameter space of the machine, as was tried in JT-60U for 13 years operation [Yoshino03].  Furthermore, for developing a machine-independent disruption prediction method applicable to a next-step device, a more comprehensive database that covers a variety of past and presently-operating tokamaks in a more ‘dimensionless’ manner appears essential. Finally, given the data quality and stability concerns noted above, quality and calibration stability of the data that is to comprise this multi-machine database will need to be given careful consideration.
Recently, a first-of-kind cross-machine prediction of disruption occurrence has been undertaken, using data from JET and ASDEX Upgrade, with a NN predictor trained on seven normalized dimensionless plasma parameters plus normalized time. The NN was trained with JET data and tested on ASDEX Upgrade data, with a resulting SR of 88%; conversely a NN trained with ASDEX Upgrade data and tested on JET data showed 80% SR [Windsor05]. These initial inter-machine NN development results are encouraging and indicate a possible way to overcome some of the concerns about NN portability and the need to have data from disruptive operation of a future device (ITER) before the NN-predictor for disruption onset prediction can be developed.
Another realization that has emerged from present studies is that an integrated set of NNs, each optimized to predict a given ‘type’ (cause) of disruption will probably be required. Hence classification and characterization of observable precursors and onset processes for each ‘type’ of disruption will be needed (see §3.3.1), and during-operation refinement of ITER NN predictions will undoubtedly be required. Nevertheless, in a next-step (after ITER) reactor tokamak, where the plasma configuration and operating mode will necessarily be well-defined and not subject to major evolution, neural net prediction of impending disruption will be a promising, but not exclusive, means available for activating disruption avoidance (and ultimately mitigation)schemes.
3.3.6.2 Disruption Avoidance

The number of disruptions in ITER must be kept as low as possible. In principle, disruptions can be avoided during operation by accurate construction of the machine itself, careful selection of the plasma operating space and discharge development procedures (here ‘discharge development’ denotes the plasma ‘start-up’ procedure that produces the final stationary plasma magnetic and kinetic equilibrium state) and deployment of a sophisticated plasma control system (see Sections 8.4.1 and 8.4.2). Careful alignment of the magnetic coils, for example, will reduce the tendency of MHD modes to lock owing to the presence of finite non-axisymmetric magnetic field errors [Fishpool94], [LaHaye97], [IPB99]. Precise adjustment of first-wall elements will reduce the probability of local PFC surface overheating and impurity production. Precise control of the magnetic and kinetic evolution of the plasma configuration will prevent unwanted wall-interaction events and help ensure that the plasma development and equilibrium state successfully avoids the various ‘causes’ of disruption that apply. Finally, given the need for reliable and effective plasma control, it is self-evident that to effect disruption avoidance, all of the operation systems involved (hardware and software) must be highly reliable and fail safe.
The selection of ITER-applicable operation scenarios with low disruption rates is a further and inherently problematic issue. Burning plasma operation in ITER will require operation in regimes with small margins against each of the three major plasma operation limits (see §3.3.1) and under conditions where the need for external stabilization of NTM and/or RWM MHD instabilities and active control of divertor attachment (power flux) and plasma impurity content and fusion power is anticipated. So achieving low disruption rates in ITER will require a combination of precise and reliable plasma control, reliable operation of external stabilization systems and careful development of plasma scenarios that successfully skirt the multiple ‘causes’ of disruption that lie along the plasma ‘start-up’ trajectory.
This Section continues the discussion of disruption avoidance found in the ITER Physics Basis [IPB99]. Examples of experimentally-implemented disruption avoidance techniques will be presented. As the discussion presented in §3.3.6.1 tries to make clear, the emphasis here is on the ‘passive’ or ‘single-parameter’ deterministic and active control aspects of disruption avoidance, rather than on the ‘multi-parameter’ prediction means that can also provide indication of pending disruption.
Disruption avoidance techniques employed in present tokamaks (and envisioned for ITER) divide into two categories:
(i) machine preparation and design of ‘safe-pulse’ schemes and

(ii) real-time intervention with single or multiple feedback control loops or algorithms — often based upon physical models — to control specific plasma regimes and/or recover from failure states [Mertens03]. Recovery procedures can include effecting ‘soft landing’ or ‘soft stop’ measures that attempt to end the plasma discharge without producing a full-current or full-thermal-energy disruption.
Faster-acting plasma shutdown and machine-protection processes [sometimes called ‘hard stop’ action(s)] intended to be applied in situations where disruption appears to be otherwise unavoidable are separately discussed in §3.3.6.3.
Passive Avoidance. The need for thorough and consistent pre-pulse conditioning of the plasma-facing wall (by dc or HF glow discharge cleaning [Esser97]) and by the periodic deposition of first-wall coating materials (eg, boron) is well known. Wall conditioning has a distinct impact on the plasma impurity content and therefore on the density limit. Wall conditions also affect the plasma breakdown and initial current channel development phase of the discharge and hence ‘start-up’ reliability (see §8.3).
The importance of avoiding mode-locking during the plasma start-up and initial low-density Ohmic flattop phase is also well-known. Disruption-avoiding ‘pulse designs’ that prevent mode locking during pulse ramp-up has been demonstrated on TCV [Martin98]. The operation space for locking of MHD modes was statistically investigated in terms of plasma density, safety factor, shaping (elongation and triangularity) and vertical position. A clear tendency to develop mode locking is found for low density and low plasma shaping. Modification of the shaping in the pulse ramp-up phase successfully avoids mode locking (Fig. 60). Similar findings [Scoville91] about the need for low levels of non-axisymmetric error field for locked mode avoidance in low-density DIII-D Ohmic plasmas and in higher-density high- NBI-heated plasmas [La-Haye97] have already been reported in the IPB.
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Fig. 60  Time evolution of the distance to the closest locking modes (LM), m = 1, 3, 5, shown together with the evolution of q-edge during pulse ramp-up. In a standard case (on the left) modes lock at ~0.11 s. On the right, adjusted plasma shaping prevents locking and ensuing disruption [Martin98]
Disruption Avoidance Strategies. In present experiments, so-called ‘soft-landing’ or ‘soft-stop’ procedures comprise the most-frequently applied action to avoid occurrence of impending disruption. Here, following detection of an impending disruption (see previous section) or violation of one or more of various plasma operation ‘monitor limits’, the plasma current is immediately ramped down in an externally-controlled pre-defined way [Mertens03]. This action does not always avoid disruption, since the typical plasma evolution time scales, such as the energy or particle confinement times, are significantly shorter than ramp-down times. However, depending on the monitor limit and ramp-down parameter settings, ramp-down can often eliminate the threatening conditions or, at very least, reduce the severity of the disruption or VDE that ultimately occurs. In JET, for example, the soft landing procedure can be initiated by any of several ‘protection’ monitor signals that are available. Monitored plasma characteristics include MHD activity level, radiated power fraction, X-ray radiation level and plasma density relative to the Greenwald limit.
Soft-stop actions can reliably effect machine protection and reduce disruption severity (see discussion of pre-disruption thermal energy loss in §3.3.2). However, initiating soft-stop action can prematurely terminate pulses which are, in principle, "repairable". For example, many of the common conditions that lead to disruption — enhanced MHD activity and mode locking, or strong divertor detachment — can be counteracted with intervention or ‘repair’ measures. One of the more ordinary reactions is to reduce or stop, external gas or pellet injection if the plasma density becomes too high.
A more elaborate technique to forestall mode locking has been developed on TEXTOR [Kraemer-Flecken03]. A real-time cross-correlation method is utilised to detect growing m = 2, n  = 1 modes. The ECE channels measure the electron temperatures close to the q = 2 surface, on both the high and the low magnetic field sides of the plasma column. If the cross-correlation coefficient exceeds a pre-programmed value, the injection of a tangential neutral beam is triggered, leading to acceleration of the toroidal plasma rotation and reversal of mode growth (Fig. 61). This action not only prevents disruption, but can restore the enhanced plasma confinement regime existent before the onset of the mode growth.
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Fig. 61  Time traces of high-field-side (HFS) and low-field-side (LFS) ECE channels. Detection of a high correlation coefficient initiates tangential NBI to speed up toroidal rotation and mode growth is reversed (TTL=Transistor Transistor Logic signal derived from the ECE which triggers the NBI) [Kraemer-Flecken01]
Other examples of real-time repair actions include stabilization of (2,1) tearing modes by ECRH injection in JFT-2M [Hoshino99] and RTP [Salzedas99], control of mode locking by NBI-induced plasma rotation in JT-60U [Yoshino94], control of the plasma stored energy in advanced tokamak plasmas in JT-60U [Oikawa04] and DIII-D [Luce01], control of resistive wall modes in DIII-D [Strait04], heating power control of NTM onset or peaking of the pressure profile in JET [Joffrin03], control of gas injection by monitoring the edge electron temperature via Langmuir probes in TORE SUPRA [Bucalossi01] and increase of NBI heating power and cessation of gas fuelling upon detection of ‘deep divertor detachment’ in ASDEX Upgrade [Mertens03]. In addition to these already implemented examples, emerging developments in ‘active’ MHD spectroscopy allow direct measurement of the damping rate of stable MHD modes [Reimerdes03, Testa00], and thus in principle provide a real-time method to measure approach to a stability limit.
The various types of discharge repair actions noted are initialized via a discharge pulse control system and normally act independently from each other and/or the standard pulse programme control logic. This can lead to situations where two or more repair actions interfere. This is demonstrated in an example in ASDEX Upgrade (Fig. 62), where initiation of auxiliary heating programme was erroneously delayed. The pronounced increase of the density in the Ohmic phase initiated the deep divertor detachment (DDD) repair action [Mertens03], which interrupts the standard pulse programme, increases the level of auxiliary heating power and closes all gas injection valves to restore stable plasma operation conditions. The DDD action is successful in repairing the discharge and preventing disruption. However, the estimated time to disruption, calculated in parallel by a real-time neural network indicates a need to take mitigating action (neon impurity injection) to avoid excessive disruption-produced forces on the vacuum vessel. In the example shown, the injection-triggering output of the neural network was inhibited. If the output had not been disabled it would have triggered a (mitigated) disruption. This example shows clearly that a real-time supervisor is needed to ensure an unequivocal plasma control and machine protection hierarchy. This could be guaranteed, e.g. by a plasma regime identification algorithm [Franzen98], which dependently allocates a predefined protection action hierarchy on the basis of well-identified plasma and plasma operation states.
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Figure 62  Competition of two independent machine protection processes (a pulse repair and a pulse termination reflex, see text). This example illustrates the need of a real-time supervisor to assure a clear control and protection hierarchy.

3.3.6.3. Disruption mitigation
The rationale and physics basis reasons for why disruption mitigation will be essential for the reliable operation of an ITER-class tokamak have already been extensively developed in the ITER Physics Basis and in the preceding Sections of Chapter 3.3. The fact that disruption mitigation also introduces sometimes-conflicting requirements on the method(s) to be deployed has also been developed in the IPB and in preceding sections. What follows below comprises a presentation of available methods and options for disruption mitigation in ITER. Some of these methods have been tested in present experiments; others constitute proposals for methods and/or technologies that remain to be realized and tested in a tokamak. As the concluding portion in this Section indicates, given present uncertainties about how presently-tested and proposed methods will (can) work in ITER, and given the already-noted fact that the conflicting requirements for disruption mitigation in ITER may force choices as to mitigation priorities, continuing pursuit of a range of options and technologies can be justified.
Methods of Disruption Mitigation. In certain types of disruptions or loss-of-control VDEs, plasma control actions taken immediately upon onset may be able to at least partial mitigate some consequential effects, especially those associated with the current quench and vertical instability phases of such events. For example, experiments in JT-60U have demonstrated the possibility of mitigating vertical plasma motion in a major disruption by executing a rapid shift of the plasma vertical position immediately after the thermal quench is detected [Yoshino96]. Experiments in several devices (e.g. [Whyte03], [Yoshino96]) have shown that early injection of impurity species into a developing VDE reduces peak halo currents more than later injection. While the relatively long time-scale (~0.5 s) for penetration of plasma equilibrium control fields through the ITER vacuum vessel may limit external control response to a VUD, the concept of using ‘slow’ impurity injection into a developing VDE to reduce halo currents appears to have merit. External control response to disruptions or VDEs that produce appreciable runaway current conversion is also critical to being able to sustain control of the resulting current channel until the runaway content can be benignly terminated (see §3.3.4 and also Chapter 8).
Mitigation of many of the most immediately-damaging disruption effects (including thermal flux conducted along field lines, halo current loads, and runaway electrons) requires rapid radiation of the plasma thermal and magnetic energies (as discussed below) coupled with timely delivery of large numbers of electrons to the plasma volume during the current decay. As §3.3.4 details, massive electron delivery immediately following onset of the ITER current quench is likely critical to avoiding avalanche conversion of thermal current to runaway current and the subsequent problems of then having to (very carefully) terminate the runaway current. Both of these requirements — for radiating impurity delivery and for electron delivery — can be satisfied by injection of impurity atoms. Noble gas impurities are favoured owing to their otherwise benign interaction with in-vessel surfaces and ease of subsequent removal. The electron delivery and removal ease requirements can also be satisfied by injection of hydrogen or deuterium (although H2 injection in ITER will introduce a non-reactive species that can compromise subsequent DT reactivity). Several methods of delivery are possible, all of which are conceptually capable, in an ITER embodiment, of delivering, within a few milliseconds the large quantity (~1025 atoms or molecules) of impurities or H2 or /D2 needed.
Pellet Injection. One obvious method for rapidly inserting impurities into a tokamak plasma is injection of impurity “killer” pellets. Injected species used in killer pellet (KP) tests in present experiments have included cryogenic H2, D2, Ne, Ar, Kr-doped cryogenic D2 and Ag-doped polyethylene. The efficacy of the KP approach in reducing divertor energy deposition and halo current magnitude and toroidal asymmetry has been demonstrated in many devices. Reductions of 25–95% in thermal flux conducted to the divertor, 50–75% in peak halo current magnitudes and reduction in halo current toroidal peaking factors (TPFs) to unity (e.g. [Neyatani99, Granetz96, Pautasso96, Taylor99]) have been demonstrated. Modeling has also contributed to improved understanding of disruption mitigation by KP injection [Jardin00]. Various possible pure and mixed-species pellets have been investigated in these modeling studies, including D2, He, CH4, Ag-doped H, Kr, Xe, Ne, and Ar. Injection of low-Z materials such as D2 and He is found to be less effective in mitigation than the high-Z radiators such as Ne and Ar (e.g. [Whyte02]). 
Killer pellet injection velocities are typically ≤1 km/s. As with standard plasma fuelling by injection of D2 pellets, the penetration depth for KPs based on present-day single-stage gas gun or centrifuge technologies will be much smaller than the ITER plasma minor radius. Both low-field-side (LFS) and high-field-side (HFS) injection are possible. Higher velocities and deeper initial penetration are attainable with LFS injection, but polarization drift (see e.g., [Strauss98 and Park05]) tends to inhibit further inward transport of the injected impurities. The velocity limitations imposed by HFS guide tubes limit usable HFS velocity, but penetration, even with reduced velocity is deeper owing to polarization drift and resulting inward transport of the injected impurities. Anomalous pellet material transport to the plasma center has also been observed with LFS injection [Whyte02]. 
The principle shortcoming of cryogenic pellet injection is the frequently-observed production of runaway electrons (Fig. 63), which arises owing the high local electric field that pellet injection and subsequent ablation produces [Taylor99, Parks97a]. While the details of how the runaways are produced involves careful consideration of the local impurity deposition effect and modification of the electron distribution function, the inherent propensity of KP injection to produce runaways can be understood from the simple fact that the number of impurity electrons added by typical cryogenic pellets (e.g., in DIII-D, ~1-2 mm diameter Ar pellets containing ~5x1020 atoms) is insufficient to maintain E ≤ Ec , where Ec = (4e3neln/ mc2) is the critical electrical field that governs whether or not the avalanche grows (see §3.3.4 and the massive gas injection discussion that follows below).
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Fig. 63  Plasma current, size and position waveforms for Ar killer pellet and Ar massive gas injection in DIII-D. A ~0.6 MA runaway current ‘tail’ develops following the Ar KP injection (red curve).  Adapted from data originally presented in [Taylor99] and in [Whyte02]

Massive Gas Injection. Experiments conducted since the writing of the 1999 IPB have shown that injection of massive amounts of impurity and/or H2 or D2 neutral gas into tokamak plasmas can provide the beneficial disruption mitigation effects of impurity killer pellets, but with reduced or negligible tendency to produce runaways (see eg., Fig. 63). Here we use the terminology massive gas injection (MGI) to denote disruption mitigation methods that employ a gas injection system (typically a small, high-pressure gas reservoir coupled to a fast-opening valve) to produce a sub-sonic or trans-sonic gas jet that is capable of delivering a large quantity neutral gas, typically ~1022 atoms (~0.1 atm-liter = 100 Pa-m3) to the torus vacuum vessel within 10 ms. Table 11 shows the injection parameters and species used in the various DIII-D MGI studies ([Taylor99], [Whyte02], [Whyte03], [Hollmann05]) conducted during the period 1997-2005. Similar injection rates are used in ASDEX Upgrade and JT-60U experiments. Automatic initiation of neon MGI taken upon warning of impending disruption is now routinely used to limit vertical force on the vacuum vessel in ASDEX Upgrade [Pautasso96] (see §3.3.6.2 above).
Table 11: Gas injection capabilities for DIII-D MGI experiments (1997-2005)*

	Gas
	Flow 

(105 torr-l/s)
	Flow 

(104 Pa-m3/s)
	Total injected quantity (10 ms) 

(1022 atoms or molecules)

	96% H2 + 4% Ar
	~2.5
	~3.3 
	~8.4

	D2
	3.7
	4.9
	12.4

	He
	3.5
	4.6
	11.6

	Ne
	1.3 
	1.7
	4.59

	Ar
	0.93
	1.22 
	3.28


* Experimentally-measured equilibrium flow rates, typically obtained for 70-atm reservoir pressure. Some variation in valve and/or injection configuration has occurred over the data collection period

Experiments with noble-gas MGI on many devices (e.g. [Taylor99, Pautasso02a, Whyte02, Finken01b, Kawano02, Bahktiari02, Hollmann05]) have demonstrated the highest level of mitigation of thermal and electromagnetic loads observed in tokamaks, both in major disruptions and VDE’s. Measurements in DIII-D show that the propagation of the cooling front to the plasma center occurs with a radial propagation velocity that is commensurate with the room-temperature sound speed of the injected species (He, Ne or Ar) and bolometric data show essentially complete radiation of the plasma stored energy [Whyte03]. In ASDEX Upgrade and DIII-D, halo current magnitudes are typically reduced by more than 50%, and toroidal peaking factors are reduced to unity, resulting in a typical reduction in electromagnetic forces of more than 75% [Pautasso02a, Humphreys99]. The reduction in halo current magnitude and TPF obtained in MGI experiments is consistent with the fast current quench, reduced vertical instability and cooling/symmetrization of the ex-plasma halo region that is also obtained in naturally-occurring fast-current-quench ‘radial disruptions’ (see §3.3.3.2 and [Humphreys99]).
The high electron densities that MGI is capable of producing can approach the magnitudes necessary for collisional suppression of runaway avalanching (see §3.3.4). Table 2 compares the impurity densities and impurity ionization states (volume-average plasma Zeff) estimated by Whyte et al [Whyte02] to have been obtained for otherwise comparable DIII-D argon killer pellet and MGI examples (eg., the cases illustrated in Fig. 63). The calculations were effected with a self-consistent 0-D KPRAD impurity radiation model. The estimated and measured plasma Zeff and current quench times (exponential decay time constant, ) are found to be in good agreement, lending support to the hypothesis that the temperature and ionization state of the after-injection killer pellet and MGI plasmas are determined, as they are for natural disruptions, by radiation-loss versus Ohmic-input power balance considerations. Owing to their high impurity density, MGI plasmas attain a low-Te equilibrium state, where the Ar impurity is only partial ionized and where all of the injected electrons are presumably present (mainly in bound form) to contribute to collisional suppression of runaway growth.
Table 12. KPRAD calculations and data for DIII-D disruption mitigation experiments* 

	Mitigation means
	nAr
(m-3)
	(Z((((
	Te
(eV)
	E/Ec
	CQ
(ms)
	(Z(
	CQ

	Ar pellet
	2 x 1019
	5.9
	7.5
	312
	2.0
	0.3 ± 0.1
	2.1 ± 0.1

	Ar MGI
	2 x 1021
	0.45
	1.46
	3.8
	1.38
	5.7 ± 1
	1.8 ± 0.1


*data adapted from [Whyte et al PRL]

Further DIII-D MGI experiments conducted with a modified injection system designed to provide higher jet pressure at the plasma surface [Hollmann05] have shown that the direct penetration of injected Ar into stationary H-mode plasmas is limited to a few cm. Fast-gated camera images in Ar I light indicate that the neutral deposition is initially localized near the injection location, and that there is no indication of singly-ionized Ar penetration far into the pedestal edge gradient region. A similar lack of direct penetration is observed for low-temperature Ohmic plasmas and during the after-thermal-quench phase of MGI (where the estimated plasma temperature has dropped to ~2 eV). Nevertheless, despite this lack of observable direct neutral penetration, fast bolometry indicates that high (~90%) fractions of volumetric thermal energy radiation are achieved within ~2 ms of initiation of significant impurity delivery; this efficient radiation of thermal energy appears to be facilitated through a combination of rapid impurity-ion mixing and fast heat transport, both driven by the onset of large-scale MHD activity that follows initial arrival of gas at the plasma surface. Fig. 64 shows the sequence of events that is observed in all DIII-D MGI examples. Initial arrival of gas at the plasma edge (there is a small precursor flow ≤≤ equilibrium flow [Jernigan05]) is followed by onset of edge cooling and a slight drop in plasma current (indicative of a narrowing of the current profile), abrupt increase in MHD activity (2/1 and other n = 1 modes), enhanced volumetric radiation and onset of thermal quench and disruption-like internal reconnection (note the positive plasma current rise that follows thermal quench onset). A rapid current quench that is usually runaway-free follows.
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Fig. 64. Fast plasma shutdown sequence in DIII-D (Ar MGI) [Hollmann05]
Modifications to the DIII-D injection system made over the course of the latest set of experiments that changed the rate of rise of initial gas delivery were found to shorten the overall time scale of the sequence of events that leads up to thermal quench onset, but were found to otherwise have little effect on the subsequent current decay phase. The sequence of events and characteristics observed following MGI in DIII-D closely resemble those observed for natural ‘high-density’ fast disruptions. However, the MGI-initiated ‘disruption’ exhibits [more] benign divertor energy loading and halo current characteristics and favorable runaway electron mitigation characteristics relative to otherwise comparable killer-pellet initiated fast shutdown (note that the KP shutdown shown in Fig. 63 does not show a current spike or other evidence of internal reconnection).
A detailed physics understanding of the mechanisms for gas jet penetration and ion mixing in the thermal quench and current quench phases of MGI is not yet available, but is a topic of present research. Gas injection also offers a possible means for raising impurity densities during the CQ itself. Other techniques, e.g. high-velocity pellets or liquid jets, are predicted to simply pass through the cold after-TQ plasma without appreciably further raising the density or slowing runaway electrons. As the studies of methods for ITER indicate, meeting the competing requirements of mitigation for the various potentially damaging disruption effects may require combined or separate injection of different species of impurities at different points in the shutdown process. 
Liquid Jets. It has been proposed that one method of achieving sufficient impurity penetration for disruption mitigation in a reactor-grade plasma is to use cryogenically-cooled liquid jets. Calculations suggest that this method may offer the capability of depositing sufficiently large quantities of impurities well within the plasma [Parks97b]. Penetration may actually  be so efficient as to require careful control of jet characteristics to prevent “shine through” and damage to PFC’s from direct jet impact. Although the full technology for cryogenic liquid jet injection has not been demonstrated, prototypes of room-temperature liquid (water) injectors with relevant pressures and operating parameters have been produced and demonstrated (e.g. [Summers95]).
Other Concepts. Mitigation methods based upon multiple HFS-launch pellet injection (a sequential burst of moderate-sized pellets, intended to facilitate incremental penetration, [Jardin00]) and hypervelocity injection of dense compact plasma toroids or spheromaks [Nagata05] have been proposed for ITER and reactor application. Both methods offer a potential solution to the problem of effecting direct and immediate delivery of radiating impurities to the plasma core. Testing of either concept in present tokamaks and development of ITER-applicable injection technologies remain as a future research tasks.
Application to ITER. There are multiple challenges in developing workable and reliable disruption mitigation methods (action scenarios) for ITER. Successful scenarios must bring together real-time stability analysis and timely disruption prediction, reliable and timely triggering of the mitigation system, and mitigation means that provide unequivocal runaway electron (RE) suppression. Above all, the underlying principle must be that the mitigation scheme “does less harm”, both with regard to recovery of plasma operations and maintaining the viability of plasma-facing components, than allowing unmitigated occurrence of disruption. Fortunately, several experimental and modeling advances in detection (3.3.6.1), passive avoidance and precision/intelligent control (§3.3.6.2) and mitigation means that can act to inhibit runaway conversion, point the way to a ITER disruption mitigation based on impurity and/or hydrogenic injection. The single-species MGI approach described above, which so far has been successful in mitigating most of the consequences of disruptions in present tokamaks; offers promise as an ITER disruption means that can meet the impurity delivery rate and action time requirements. However the well-known tendency of killer-pellet and single-species MGI mitigation to produce a ‘as-fast-as-possible’ current quench is the one significant shortcoming.  Table 13 gives a set of elementary ‘design basis requirements’ for a single-species MGI system for ITER. Possibilities for either low-Z (D2) and moderate-Z (Ar) injection are shown; requirements for injection of intermediate-Z species (or mixtures of higher-Z noble gases with D2) lie between these extremes.
Table 13: Parameters for a single-species  ITER MGI system

	Value or requirement
	Units
	D2
	Ar
	Basis or assumption

	Sound speed (vs)
	m/s
	935
	320
	300K

	Time to reach plasma surface
	ms
	3.1 (5.3)
	9.4 (15.6)
	3 m (5 m) to plasma;

propagation at vs 

	Additional delay
	ms
	2
	2
	Valve trigger and opening delay, etc.

	Minimum look-ahead time for pre-emptive action
	ms
	5.1 (7.3)
	11.4 (17.6)
	Sum of propagation and delay times, assumes deployment before natural TQ onset is required

	NRB
	atoms or molecules
	1.75 x 1025
	1.94 x 10 24
	To achieve ne = nRB, for 830 m3 plasma volume, 100% assimilation

	Delivery time (tdel)
	ms
	9
	9
	4*tdel = tCQ = 36 ms; tCQ/S* = 1.7 ms/m2

	Average flow rate
	s-1
	1.94 x 1027
	2.16 x 1026
	Assumes prompt rise

	Average flow rate
	Pa-m3/s
	7.2 x 106
	8.0 x 105
	Assumes prompt rise

	Average flow rate
	torr-l/s
	5.5 x 107
	6.1 x 105
	Assumes prompt rise


The parameters given in Table 13 illustrate some of issues and trade-offs inherent in designing an ITER MGI system. Moderate-Z (Ar) injection reduces the requirement for injection quantity and flow rate, but requires a longer look-ahead time for pre-emptive deployment. Low-Z (D2) injection increases the gas quantity and flow requirements, but appreciably reduces the look-ahead time requirements. The look-ahead estimates in Table 13 assume that the MGI system valve (or valves) will, for reasons of nuclear radiation resistance and service access, need to be located between 3 to 5 meters from the plasma surface. 
There are also further issues in choosing between moderate-Z and low-Z injection: the gas delivery rate for a given valve and ‘jet tube’ design (see eg., [Hollmann05]) scales as vs (the gas velocity), while the gas flow rise time (the time for the gas flow through the ‘jet tube’ to reach full equilibrium value) scales as vs-1. Hence system flow capability for D2 is ~3 times higher than the corresponding Ar capability, and rise time will be ~3 times shorter. To first approximation, these gas delivery factors for D2 offset the 9-times increase in electron delivery rate that Ar affords relative to D2. Also, given that the measured rise-time for Ar for the 1.3-m long DIII-D MGI system used for the Hollmann experiments is ~9 ms [Jernigan05], rise-time limitations imposed by a 3-m to 5-m long ITER system may adversely impact the prompt electron delivery efficacy for moderate-Z or high-Z injection.
The parameters in Table 13 are based solely on a requirement to achieve the Rosenbluth no-avalanche density within tCQ/4, and incorporate no assessment of the radiation cooling effectiveness of the injected impurities in mitigating the divertor thermal energy loading or in achieving sufficient after-TQ radiation to obtain a prompt current shutdown (with low halo current). While the CQ radiation cooling tends to be self-limiting, and while there is no significant question about the ability of the quantities of injected Ar (or Ne) specified in Table 13 to efficiently radiate the full 350 MJ of ITER thermal energy within a few ms (see the example below), there are concerns, first identified in the IPB, that too-effective radiation during the initial edge-cooling onset phase of MGI (before internal reconnection and TQ develop) can lead to excessive local or global energy loading on ITER first-wall surfaces.
Elementary calculations show that the minimum deposition time for uniform radiation of the full Wth to a beryllium first-wall should be ≥ ~0.6 ms if surface melting is to be avoided. Local peaking factors or pre-heating of the first-wall surface will increase this minimum requirement. While some tailoring of the initial radiation cooling attributes of a D2-dominated system may be possible by judicious admixture of higher-Z noble gases [Bahktari02], present physics understanding of the combination of gas jet rise-time characteristics, neutral gas penetration, impurity ionization and transport along flux surfaces and overall radiation dynamics is insufficient to make detailed estimates of exactly what will happen to the first-wall surface from ITER MGI deployment. 
Figure 65 shows an assessment of the runaway conversion and first-wall radiation heating effects of MGI mitigation. A two-step scenario wherein a fast-acting, fast-rise impurity injection system (eg., a directly-penetrating high-pressure gas jet or perhaps a liquid jet) is triggered to radiate the plasma thermal energy before disruption occurs is modeled using the KPRAD radiation model [Whyte02]. The example shown here assumes delivery of an in‑plasma neon density of 1.5 x 1021 m-3 in 3.6 ms (total neon injection = 1.25 x 1024 atoms = 4.65 x 103 Pa-m3). A second neon injection, initiated after a 4-ms delay, with a lower-pressure but larger gas inventory, is then employed to control the CQ energy balance and deliver the quantity of electrons needed to fully inhibit avalanche conversion. This second injection, which delivers an in-plasma neon density increment of 7.5 x 1021 m-3 over a 10-ms period (total = 6.23 x 1024 = 2.32 x 104 Pa-m3), provides sufficient electron density to forestall appreciable runaway conversion. The two-step scenario provides early onset of a well-controlled TQ (with the plasma nearly centered) and optimization of the CQ plasma temperature and resistivity to yield a moderately fast 40-ms current decay time constant (exponential waveform, equivalent to tCQ ~ 100 ms) that is expected to minimize in-vessel halo current and also reduce eddy-current loading on the in-vessel blanket shield modules (see §3.3.3).
[image: image41.wmf]
Fig. 65. A two-stage scenario for disruption mitigation in ITER. The target plasma is the inductive Q = 10 scenario, with Wth = 350 MJ. Energy balance, radiated power and the  E/Ec ratio for runaway generation are from 0-D KPRAD simulations using the modeling procedures described in [Whyte02]
The second-stage injection, which calls for an equilibrium flow of 2.3 MPa-m3/s for 10 ms, should be relatively straight-forward to effect. For example, it could be achieved by releasing a 4-liter reservoir of 100 bar (10 MPa) neon into the vessel through a 6-cm diameter pipe. The reservoir can be relatively distant from the plasma (i.e. outside the TF at ~4 m). The design of the faster first-stage injector, which needs to provide a well-controlled flow of ~1.3 MPa-m3/s for 3.6 ms, with rapid onset and cessation of flow, may be more challenging in a technology development and deployment sense. Also, for a sonic-velocity system (420 m/s for neon), the propagation time for the jet to transverse the 2-m minor radius of an ITER plasma will itself be about ~5 ms. A supersonic gas or a liquid jet or hypersonic solid pellet injection may be required to obtain the well-controlled impurity delivery time profile assumed in the KPRAD model. But alternate profiles that are more consistent with actual injection systems may yield equivalent effects.
The mitigation scenario shown in Fig. 65 brings the first wall to 20oC above the melting point of beryllium, albeit only for a very short period of time. The prediction of melting onset is obviously very sensitive to both the plasma radiation and impurity delivery assumptions inherent in the simulation. The tendency, attributable to the rapid rise of radiation rate with falling Te — of radiative cooling to produce a nearly-singular radiation peak in the final phase of cooling is also well known. More data and modeling work and physics basis understanding of the MGI (or KP) impurity delivery process is required to make more accurate predictions. However, considering the optimistic assumptions taken above, it is possible that acceptable thermal mitigation scenarios cannot be developed within the present ITER design context. In such a case, several options must be considered: 1) accept repeated melting of thin (~10 m) Be surface layers over part or most of the first wall, 2) abandon thermal mitigation and allow the carbon-covered divertor (or nearby baffle) surfaces to absorb the full plasma thermal energy (see §3.3.2 for a discussion of the range of consequences that ‘natural’ disruption may entail), 3) change the plasma-facing material at the first wall to a more energy-tolerant material, or 4) develop disruption mitigation methods that increase or otherwise optimize the duration and spatial and temporal uniformity of the thermal energy radiation phase.
The choice of the optimal species and delivery technique(s) for impurity thermal mitigation in ITER also remains open: as the previous discussions have shown, high-pressure gas jets, liquid jets and single and multiple (sequentially-injected) cryogenic pellets all remain as possible options. Any option selected to effect thermal quench mitigation must satisfy the fundamental requirement of being able to deliver the impurities required within a time shorter than the delay between detection of impending disruption and onset of natural TQ. Since most of the proposed delivery systems are limited to helium-sound-speed (103 m/s) injection velocities, if the impurity injector and associated hardware are to be located outside the ITER toroidal field coil (on an equatorial port), the minimum transit time to r/a = 0.5 in the plasma will be ≥ 6 ms. Combination of this minimum propagation time with a 2-4 ms action time (opening of a valve, etc.) results in need for an 8-10 ms look-ahead time, plus prompt action of the disruption detection (prediction) and control authorization software. While detection of many types of ITER disruptions more than 10 ms before occurrence appears feasible (§3.3.6.1 and §3.3.6.2), detection of impending fast -limit disruptions within 6 ms may (owing to diagnostic limitations or fast MHD growth rates) be less feasible. 
In this case, to minimize delay time, the injector hardware must be placed as close as possible to the plasma surface (so that propagation times approach 1 ms), mechanical and electronic system activation delays must be minimized, and high velocity injection schemes are favored. Considerations of simplicity, volume and reliability argue for choosing a ‘simple-as-possible’ gas jet system: a small-volume high-pressure gas reservoir and a fast-acting valve with a minimal nozzle or jet tube. Compact and/or B-field-tolerant systems of this nature have already been implemented in ASDEX Upgrade [Pautasso02b] and TEXTOR [Finken01b]. However technology development is required to design an ITER-qualified system that is also compatible with both the high B-field and nuclear radiation and tritium environments and is otherwise capable of meeting the short activation time, fast rise time and total gas quantity requirements. 
The second requirement for any ITER system is that the quantity and in-plasma profile of impurity deposition are sufficient to thermally quench the full plasma thermal energy within a few ms (i.e., on a time scale that is comparable or faster than the ‘natural’ time scale for thermal energy loss to the divertor, see §3.3.2). All of the techniques cited are conceptually capable of delivering the necessary quantities of impurities, but they vary in their “penetration” and delivery time profile capabilities i.e., in their ability to directly deliver the radiating impurity to the locations of high plasma energy content and/or to deliver impurities with a reasonably well-controlled time profile, nimp(t). Conventional-velocity killer pellets will only penetrate slightly into the edge pedestal, and will need to rely on MHD mixing [Whyte02], [Hollmann05] for core impurity ‘fuelling’. The time profile of the delivered (ablated) material is predictable and controllable to a limited extent by the choice of pellet diameter and/or velocity and/or the use of multiple sequentially-injected pellets.
Recent observations of MGI gas jet penetration in DIII-D [Hollmann05] and models [Parks05], developed to explain the lack of direct penetration even for low-field, low Te plasmas, indicate that the local jet ram pressure (v2) at the plasma surface must approach or exceed the local magnetic-field pressure (~B2/20) for effective penetration. If this requirement holds for ITER, then gas jet surface pressures of 10 MPa (100 bar) will be required for direct penetration. It is unlikely that a compact/fast-acting gas-jet system capable of generating this pressure at the plasma is possible. MGI in ITER will therefore need to depend on surface delivery, with subsequent MHD mixing of the surface-deposited impurities.
Pressures of ~100 bar are more easily attained with liquid jets and calculations have shown that liquid He and/or liquid H2/D2 jets can penetrate into the ITER core [Parks97a, Parks97b]. While further assessments of the technological feasibility of cryogenic liquid jets are needed, and while concerns remain about jet fragmentation (owing to hydrodynamic stability) once the jet stream enters the plasma, liquid jets continue to offer a potentially-attractive means for rapidly delivering impurities to near the center of the ITER plasma.
Finally, the calculations of Kuteev et al [Kuteev95] have shown the conceptual (ablation physics) feasibility of achieving deep penetration with LFS launch of high-velocity (3-5 km/s) cryogenic noble gas pellets with diameters ~10 mm. Velocities of this magnitude can be achieved with two-stage gas-gun launchers, albeit with a need or appreciably more look-ahead time than is required for a single-stage pellet gun or gas jet and a need to reinitialize the launcher system after each use. Again, further technology assessments are needed and there is no present experience with the interaction of such large-scale hypervelocity pellets with a correspondingly large-scale, high-temperature and density tokamak plasma. The considerations noted above as to the possible need to ‘tailor’ the pellet species and spatial and/or time-profile of the delivered impurity (or impurities) to obtain a first-wall acceptable radiation history also apply.
Despite these concerns about the lack of direct penetration (and given the observed effectiveness in present MGI experiments of ‘MHD mixing’ in rapidly transporting surface-injected impurities into the plasma core), implementation of gas jets as a disruption mitigation system for ITER continues to be seen to hold advantages. The relative simplicity of gas-jet technology may allow its implementation in close proximity to the plasma (as discussed above), a toroidally-distributed array of simultaneously-triggered jets can be implemented to provide greater uniformity of the impurity radiation and also increased reliably and redundancy. A gas-jet system with sufficient injection capability is also inherently qualified to supply high electron density needed for runaway electron avalanche avoidance. While there is not yet community-wide agreement (or predictive understanding) of the relative seriousness of the runaway conversion ‘threat’ expected in an ITER-class tokamak (versus the better-understood ‘threats’ that thermal quench and current-quench EM loadings pose), the fact that ITER will necessarily have to confront and successfully counter runaway conversion in the initial hydrogen plasma operations development phase argues strongly that MGI and also liquid jet mitigation schemes be pursued in present experiments and readied for deployment in ITER.
Taking the above results together, there is reason for cautious optimism in the development of disruption mitigation schemes on ITER. In particular, the inclusion of an independent RE suppression system, allows for design options on other mitigation issues, including redundancy. The most pressing areas for research appear to be related to detection, gas jet penetration and subsequent impurity mixing throughout the plasma volume and strategies to avoid or minimize radiative melting of the first wall. And while gas-injection systems appear to offer many advantages for eventual utilization in ITER as primary and back-up means for disruption and/or runaway electron conversion avoidance, concerns about the ability of gas jets to effect direct control over impurity delivery and in-plasma distribution during the onset phase of mitigation suggest that alternate liquid-jet and multi-pellet and hypervelocity pellet injection approaches should also be pursued.
3.3.7. Summary and R&D Needs 

There has been substantial new data and progress in understanding the physics basis for disruptions and their consequential effects in an ITER-class tokamak. In addition, the size and plasma energy content of ITER have been reduced (relative to the ITER EDA design), resulting in some relaxation of the divertor PFC surface energy loadings. There has also been substantial progress in developing disruption consequence mitigation schemes and in improving prediction and avoidance strategies to minimize the number of disruptions that will occur during ITER operation.
The overall understanding — summarized in the ITER Physics Basis [IPB99] — of the MHD instability processes and causative factors that contribute to onset of disruption remains largely unchanged. Conventional pictures of the internal triggering mechanism for major disruption, based on magnetic reconnection and non-linear growth of helical instabilities (cold bubble ingress) in the low-shear central region, are now being supplemented by internal ballooning/interchange models that better explain the observed insensitivity of internal thermal equilibriation times to initial plasma temperature. It is likely that both mechanisms play a role in disruption development. The emergence of full 3-D MHD dynamic equilibrium modeling capabilities offers prospects for quantitative predictions of ITER disruption scenarios and consequences, and application of these models to interpretation of data in present tokamaks will likely aid in sorting out some of the presently-obscure internal cause-and-effect dynamics of the precursor-growth and thermal-quench-onset phases of disruption. Three-dimensional MHD simulations will perhaps also aid in clarifying the cause(s) for the wide range of data scatter in the existing current quench and halo current databases.
Data quantifying the range of physics and hardware/operations ‘causes’ for disruptions demonstrate that all disruptions have identifiable physics and/or operations causes and that there are often clear distinctions in the precursor and development phases of disruptions initiated by a plasma edge energy balance deficit (‘cold edge’ or density-limit-onset disruption) versus those initiated by rapidly-growing internal ideal-MHD instabilities (beta-limit or ITB pressure-gradient disruptions). There are also ‘thermal-collapse’ disruptions, initiated by onset of slowly-growing resistive MHD instabilities (e.g., NTMs), that share many similarities with cold-edge disruptions. Cold-edge and thermal-collapse disruptions have long development phases, with ample before-onset diagnostic indication(s) of impending disruption; ideal-instability-onset disruptions have much shorter development phases and only limited external indications that disruption is imminent. The difference in onset characteristics impacts the types and reliability of predictive methods that can be used to take timely before-disruption avoidance or mitigation action. Both single-parameter deterministic indicators and multi-parameter neural net methods have been successful in reliably predicting many — but not all — types of disruption onset in present tokamaks, and both methods hold promise for ITER. Concerns do exist, however, about the a priori need for data from disruptive ITER plasmas to ‘train’ an ITER neural network, though there has been some initial progress on this issue.  For both methods, achieving an acceptable balance between prediction reliability and ‘false-alarm’ rates is also an issue.
Statistical studies of the physics and hardware causes and ‘types’ of disruption continue to support the understanding documented in the IPB that the overall frequency of disruptions in tokamaks conducting a wide-ranging program of plasma development and exploration studies is about 10%. Disruptivity (frequency of disruption per pulse) tends to be higher during exploratory phases or campaigns to develop higher-performance plasmas, but higher rates of disruption are not always correlated only with proximity to one or more of the three traditional operations limits. There is also emerging anecdotal and statistical evidence that once the prescription and control means for achieving a stationary high-performance plasma state is obtained, there is no further tendency for such plasmas to disrupt as the duration of the stationary phase is extended. The reproducibility of the plasma ‘start-up phase’ (which here denotes the entire approach to stationary conditions) can, with adequate pre-discharge wall conditioning and hardware/control reliability, approach 100%. These findings support the expectation that a combination of ‘passive’ and ‘precision control’ disruption avoidance strategies coupled with well-qualified prediction capabilities will be successful in contributing to the achievement of low disruptivity in ITER, even in exploratory regimes.
Expectations for avoiding disruptions and/or being able to successfully mitigate many of their effects not withstanding, present data continues to support the need to design the ITER vacuum vessel and in-vessel component structures to withstand the electromagnetic loading effects of a credible number of unmitigated ‘limit-case’ disruptions and VDEs. Newly-acquired and re-interpreted data on the current decay time scaling indicates that the lower bound on area-normalized current decay time is approximately 1.8 ms/m2, which extrapolates to a linear-basis current decay time of  about 40 ms for ITER. New data on halo current magnitude and toroidal asymmetry (TPF) confirms continued use of the IPB-identified guidelines of Ih/Ip0 ≤ 0.4 and Ih/Ip0*TPF ≤ 0.75, albeit with increasing evidence that TPF > 2 can excluded as a design basis. Emerging 3-D MHD code modeling capabilities also hold the promise of being able to make first-principles-based simulations of halo current and 3-D MHD effects in ITER disruptions and VDEs. 
New and more-comprehensive data on the internal redistribution and subsequent loss of plasma thermal energy (Wth) to divertor and other in-vessel PFC surfaces — in combination with the two-fold reduction in the ITER thermal energy loading ratio — has significantly improved prospects for avoiding disruption-produced thermal erosion of divertor PFC surfaces. Thermal energy loss and deposition observations in present tokamaks show that while internal Wth redistribution times for ITER are still projected to be ~1 ms, the time-scale for divertor surface thermal energy deposit will significantly longer, perhaps as long as 10 ms. Significant broadening of the divertor energy deposition area, by a factor of about 10, is also now expected, and there is increasing present-experiment evidence for ‘pre-divertor’ convective and/or radiative deposition of a significant fraction of the plasma thermal energy on the divertor entrance and first-wall surface areas. Finally, accumulating evidence in present tokamaks suggests that significant before-disruption thermal energy loss may be expected in at least some classes of ITER disruptions (eg., those with slowly-developing initial phases). While there is presently insufficient understanding to quantify how these various Wth-mitigation factors will combine in ITER, the prospects for obtaining reduced or zero divertor PFC erosion during many ITER disruptions is now significantly enhanced relative to previous prospects arising from the 1999 ITER Physics Basis [IPB99]. 
Runaway electron conversion continues to be serious concern for ITER. Already, in JET, half of the thermal pre-disruption current can be converted into runaway current with much of the runaway population generated by the Coulomb avalanche multiplication process. Avalanche gain in ITER will be much higher and simulations show that, without additional losses, a substantial fraction (70-80%) of the thermal current will be converted into runaway current following disruption or onset of the current quench phase of a VDE. Other simulations of the effect of the runaway energy deposition expected on the ITER first-wall or divertor surfaces indicate that an uncontrolled interaction of this magnitude of runaway current has the potential to produce significant PFC surface and substrate melting and erosion. 
Two mechanisms to forestall runaway conversion in ITER are identified: i) enhanced prompt runaway loss produced by large-amplitude magnetic fluctuations and ii) increase of the plasma electron density (free + bound) to the Rosenbluth no-avalanche density, ~1022 m-3, within a few ms after the onset of current quench. Both of these present challenges to implement in ITER: (a) how to rapidly apply externally generated helical fields, or induce natural (self-generated) MHD fluctuations, that are capable of effecting the prompt (~103 s-1) loss rates needed to offset avalanche gain; and (b) reaching the Rosenbluth density before appreciable current decay develops will require delivery of ~3 x 1025 electrons (= 1.5 x 1025 H2 or 1.8 x 1024 Ar) to the ITER plasma in ≤ 10 ms. Options for achieving these high delivery rates include sequential multiple pellet injection, high-velocity liquid jets and massive gas injection (MGI). Of these three options, only MGI has so far been tested in present tokamaks at ITER-equivalent injection rates. While the ability of MGI (and also small ‘killer pellets’) to successfully reduce divertor energy deposition and halo current magnitude and asymmetry in present-tokamak testing is unequivocal, improvement of present injection system flow rate and rise time capabilities and tests in a large, high-current tokamak are needed before definitive demonstration of reaching the Rosenbluth density for runaway prevention within a fraction of the plasma current decay can be demonstrated. Physics and extrapolation basis questions also apply to how the presently-observed role of self-generated MHD fluctuations in promoting rapid ‘MHD mixing’ of the edge-ionized atoms that MGI produces will extrapolate to ITER. Also how, in situations where avalanche gain is high, self-generated fluctuations affect runaway multiplication.
Finally, there has been continuing progress in improving the scope and application of integrated disruption models. Two-dimensional dynamic equilibrium codes with various degrees of auxiliary models specialized for disruption and VDE modeling are now available and have been used to make self-consistent estimates of ITER electromagnetic loadings. However, further experimental validation and better self-consistent integration of the auxiliary models, expansion of dynamic modeling to include full 3-D plasmas, and 3-D vessel and in-vessel component representations is needed to establish comprehensive disruption scenarios and evaluations of disruption mitigation in ITER.
In summary there has been steady progress in understanding disruptions and their consequential effects. Of particular note is progress in developing massive gas injection techniques for ameliorating disruption consequences.  There does remain a requirement to develop better disruption prediction techniques, to better understand energy deposition on the first wall and divertor, to develop a truly predictive modeling capability for ITER, and to fully understand mechanisms of how injected gas penetrates into the plasma and the capacity of such techniques to inhibit runaway electron formation.
REFERENCES

[Andersson01] 
Andersson, F., Helander, P. and Eriksson, L.-G. "Damping of Relativistic Electron Beams by Synchrotron Radiation", Phys. Plasmas 8, 5221 (2001).
[Andrew03] 
Andrew P., Fundamenski W, Huber A, et al., 30th EPS Conference on Plasma Physics, St. Petersburg, Russia (2003), P-1.108

[Aymar02] 
Aymar R. et al, ‘ITER: Fusion Research at the Dawn of a New Era’, Paper OV1-1, Proceedings 19th Fusion Energy Conference (Lyon, France) 2002
[Bakhtiari02]
Bakhtiari, M., Kawano, Y., Tamai, H., et al, Fast plasma shutdown scenarios in the JT-60U tokamak using intense mixed gas puffing, Nucl. Fusion 42 (2002) 1197.

[Bakhtiari04] 
Bakhtiari, M., Tamai, H., Kawano, Y., et al., Nucl Fus 45 (2005) 318.
[Bucalossi01] 
Bucalossi J.,  Journal Nucl. Mat., 290-293, 2001, p 566, Feedback control on edge plasma parameters with ergodic divertor in TORE SUPRA
[Bondeson99] 
Bondeson A., et al., Nuclear Fusion 39 (1999) 1523
[Cannas04] 
Cannas B., et al,  Nucl. Fusion 44 (2004) 68
[Ciotti99] 
Ciotti M., et al., Journal of Nuclear Materials 266-269  (1999) 1023-1027

[Counsell03] 
Counsell  G.F., et al, ‘Exhaust, ELM, and halo physics using the MAST tokamak’, Nucl. Fusion 43 (2003) 1197-1203

[Cowley03] 
Cowley S.C. et al ‘Explosive instabilities: from solar flares to edge localized modes in tokamaks’, Plasma Phys. Control. Fusion 45 (2003) A31–A38

[Eriksson03] 
Eriksson, L.-G., Helander, P., ‘Simulation of runaway electrons during tokamak disruption’, Computer Phys. Comm. 154 (2003) 175. 

[Eriksson04] 
Eriksson, L.-G. et al., ‘Current dynamics during disruptions in large tokamaks’, Phys. Rev. Lett. 92, 205004 (2004).
[Esser97] 
Esser H.G., et al., Journal Nucl. Mat., 241-243, 1997, p 861, ICRF wall conditioning at TEXTOR-94 in the presence of a 2.25 T magnetic field
[Finken01a] 
Finken K.H., et al., Journal of Nuclear Materials 290-293 (2001) 1064‑1068
[Finken01b]
 Finken K.H., Mank G., Kramer-Flecken A., et al., Mitigation of disruptions by fast helium gas puffs, Nuclear Fusion 41, 1651 (2001)
[Fishpool94]
Fishpool G M et al, Nucl Fusion 34 (1994) 109.

[Franzen98] 
Franzen P.,  et al., Fusion Technology, vol. 33, 1998, p 84, On-line confinement regime identification for the discharge control system at ASDEX Upgrade
[Gill00] 
Gill, R.D., Alper, B., Edwards, A.W., et al., Direct observations of runaway electrons during disruptions in the JET tokamak, Nucl. Fusion 40 (2000) 163.

[Gill02] 
Gill, R.D., Alper, B., de Baar, M., et al., ‘Behavior of disruption generated runaways in JET’, Nucl. Fusion 42 (2002) 1039.
[Granetz96] 
Granetz R.S., et al, Disruptions, Halo Currents, and Killer Pellets in Alcator C-MOD,” Proc. of 16th IAEA Fusion Energy Conf., Montreal, Canada, Oct. 7-11, 1996 (International Atomic Energy Agency, Vienna) IAEA-CN-64/AP1-22
[Harvey00] 
Harvey, R.W., Chan, V.S., Chiu, S.C., et al, ‘Runaway electron production in DIII-D killer pellet experiments’, calculated with the CQL3D/KPRAD model, Phys. Plasmas 7 (2000) 4590.

[Helander00] 
Helander, P., Eriksson, L.-G., Andersson, F., ‘Suppression of runaway avalanches by radial diffusion’, Phys. Plasmas 7 (2000) 4106.

[Helander02a] 
Helander, P., Eriksson, L.-G., Andersson, F., ‘Runaway acceleration during magnetic reconnection in tokamaks’, Plasma Phys. Contr. Fusion 44 (2002) B247.

[Helander02b] 
Helander P. et al., ‘Ion acceleration during reconnection in MAST’, Phys. Rev. Let. 89 (2002) #235002 

[Helander03] 
Helander, P., Eriksson, L.-G., Andersson, F., Anderson, D., Lisak, M., ‘Runaway electrons and current dynamics during tokamak disruptions, 8th IAEA Technical Meeting on Energetic Particles in Magnetic Confinement Systems,’ San Diego, 6-8 October 2003.

[Hollmann04] 
Hollmann E.M., Jernigan T.C., Groth M et al, ‘Measurements of impurity and heat dynamics during noble gas jet-initiated fast plasma shutdown for disruption mitigation in DIII-D’, Nucl. Fusion 45 (2005) 1046–1055 
[Hollmann05] 
Hollmann E.M., Jernigan T.C., Groth M., et al, Measurements of impurity and heat flux dynamics during noble gas jet-inititated disruptions in DIII‑D, Nucl. Fusion 45 (2005) 1046  
[Hoshino99] 
Hoshino K., et al., Disruption control by ECH in the JFT-2M tokamak, Proc. of 15th IAEA Conf., Seville 1994, vol. 1, 1995, p 697
[Humphreys97]
D.A.Humphreys et al., General Atomics Report GA-22692 (1997).

[Humphreys99] 
Humphreys D.A. and Kellman A.G.,  Analytic Modeling of Axisymmetric Disruption Halo Currents,” Phys. of  Plasmas 6 (1999) 2742.

[Humphreys00] 
Humphreys, D.A., Whyte, D.G., Classical resistivity in a post-thermal quench disrupting plasma, Physics of Plasmas 7 (2000) 4057.
[Huysmans99] 
Huysmans G.T.,  et al., Nuclear Fusion 39 (1999) 1489

[Hyatt01] 
Hyatt, A.W. et al.‚ ‚Disruptions and the Evolution to Disruption in DIII-D’, Bull. Am. Phys Soc. 45 (2001), 300

[Hyatt04] 
Hyatt A. (General Atomics, San Diego) private communication (2004)

[IFDR01] 
ITER Final Design Report (2001), complied by the ITER Director (http://www.naka.jaea.go.jp/ITER/FDR/)
[IPB99]
ITER Physics Basis, 1999 Nucl. Fusion 39 2137.

[Jardin86]
S.C.Jardin, et al., J. Comput. Physics 66 (1986) 481.

[Jardin00] 
Jardin, S.C., Schmidt, G.L., Fredrickson, E.D., et al., A fast shutdown technique for large tokamaks, Nucl. Fusion 40 (2000) 923.
[Jernigan05] 
Jernigan T.C. et al, [Flow rise-time measurements for the DIII-D valve] private communication 2005  
[Joffrin03] 
Joffrin E., et al., Integrated scenario in JET using real-time profile control, Plasma Phys. Contr. Fusion, 45, 2003, p A367, ""
[Kawano01] 
Kawano, Y., et al., Study on Characteristics of Runway Electrons in JT-60U, 18th JSPF meeting, Fukuoka, 27-30 Nov., 2001, private communication.
[Kawano02] 
Kawano Y., et al, “Disruption Studies in JT-60U,” Fus. Sci. and Tech. 42 (2002) 298
[Kawano05]  
Kawano y. et al, J Plasma Fus Res 81 (2005) 593.

[Kadomstev73] 
Kadomstev B, Pogutse, O, JETPh 65 (1973) 575

[Kadomstev75] 
Kadomstev B, Plasma Phys (Rus) 1 (1975) 710
[Khayrutdinov93]
Khayrutdinov R R., et al, 1993 J. Comput. Phys. 109 (1993) 193

[Khayrutdinov01]
Khayrutdinov R.R.,.Lister J.B, Lukash V., et al., Plasma Phys. Control. Fusion 43 (2001) 321.

[Kleva01] 
Kleva R.G. and Guzdar, P.N., ‘Fast disruptions by ballooning mode ridges and fingers in high temperature, low resistivity toroidal plasmas’, Physics of Plasmas 8 (2001) 103
[Konz05] 
Konz C et al, 32nd European Physical Society Conference on Plasma Physics and Controlled Fusion, Tarragona, Spain, June 2005, O2.005 (on CD Rom)
[Kraemer-Flecken01] Kraemer-Flecken A., et al, ‘Online cross correlation measurements for suppression of m=2 instabilities’, Fusion Engineering and Design 56–57 (2001) 773–776

[Kraemer-Flecken03]
Kraemer-Flecken A. et al., Heterodyne ECE diagnostic in the mode detection and disruption avoidance at TEXTOR,  Nucl Fusion 43 (2003), p 1437
[Kuteev95] 
Kuteev, B.,V., Sergeev, V.Yu., Sudo, S., Emergency discharge quench or rampdown by a noble gas pellet, Nucl. Fus. 35 (1995) 1167
[La Haye97] 
La Haye R., et al, Physics of Locked Modes in ITER, Rotation for Obviation and Measurement of Field Errors, General Atomics Rep. GA-A22468 (1997)
[Luce01] 
Luce T.C., et al., Long pulse high performance discharges in the DIII-D tokamak Nuclear Fusion 41, 2001, p 1585, ""
[Lukash96]
V.E. Lukash, R.R. Khayrutdinov, Plasma Phys. Rep. 22 (1996) 91

[Lukash00] 
Lukash, V.E., Khayrutdinov, R.R., ‘Energy loss with runaway electrons during major disruption in ITER’, JAERI-Conf 2000-004, Proc. 6th IAEA TCM on Energetic Particles in Magnetic Confinement Systems, Oct. 12-14, 1999, JAERI Naka, Japan, p13.

[Lukash02]
V.E. Lukash, ‘Validation of DINA halo area expansion model against JT‑60U disruption data’ 2nd Meeting of the ITPA Topical Group on MHD, Disruptions and Control, October 2002, Garching, Germany.
[Maddaluno03] 
Maddaluno, G., et al., ‘Energy depostion and thermal effects of runaway electrons in ITER-FEAT plasma facing components’, J. Nuclear Matterials 313-316 (2003) 651.

[Martin98]
Martin Y et al, Proc. 25th EPS Conf. on Contr. Fus. & Plasma Phys. (1998) P.0695 (on CD Rom)
[Martin00] 
Martin, G., ‘Runaway electron production during disruptions: Tore-Supra experimental observations’, JAERI-Conf 2000-004, Proc. 6th IAEA TCM on Energetic Particles in Magnetic Confinement Systems, Oct. 12-14, 1999, JAERI Naka, Japan, p1.
[Martin02] 
Martin R., Pinfold, T., Mast Team, “Halo Currents in MAST and Relevance to ITER,”Proc. 29th European Physical Society Conference on Plasma Physics and Controlled Fusion, Montreux, Switzerland, June 2002, vol. 26B,
[Mertens03] 
Mertens V., et al., Fusion Science and Technology 44, 2003, p 593, Plasma control in ASDEX Upgrade
[Mirnov98] 
Mirnov S., Semenov, I, Fredrickson, E, et al., Physics of Plasmas 5 (1998) 3850
[Mirnov01] 
Mirnov S.V., The Key Events in Major Disruptions in Circular Tokamaks, 28th EPS Conference on Contr. Fusion and Plasma Phys. Funchal, 18-22 June 2001 ECA Vol. 25A (2001) 1473-1476
[Nagata05]
Nagata M., Ogawa, H., Yatsu S. et al., Experimental Studies of the dynamics of compact tooid injected into the JFT-2M tokamak, Nucl. Fusion 45 (2005) 1056-1060


[Nakamura02] 
Nakamura Y., et al, Axisymmetric disruption dynamics including current profile changes in the ASDEX Upgrade tokamak, Plasma Phys. Control. Fusion 44 (2002) 1471

[Neyatani99] 
Neyatani Y., et al, Characteristics of halo currents in JT-60U, Nucl. Fus. 39 (1999) 559.
[Oikawa04] 
Oikawa T., et al., Fusion Engineering and Design 70, 2004, p 175, Development of plasma stored energy feedback control and application to high performance discharges on JT-60U”
[Paccagnella 05] 
Paccagnella R et al, ‘Halo current simulation for tokamak plasmas’, 45th APSS Division Plasma Physics Meeting, Albuquerque 2003 paper QP1.079
[Paccagnella 05] 
Paccagnella R et al, Fus Eng and Design, 75-79 (2005) 589.

[Paley05] 
Paley J.I., Andrew P., Cowley S.C., et al., Jnrl Nucl Materials 337-339 (2005) 99.
[Park99] 
W. Park.,  E.V. Belova, G.Y. Fu, X.Z. Tang, H.R. Strauss, L.E. Sugiyama,  Phys. Plasmas  6 (1999) 1796.
[Parks97a] 
Parks P.B., Rosenbluth M.N., Putvinskij S.V., “Liquid Jets for Fast Plasma Termination in Tokamaks,” Nucl. Fus. 37 (1997) 955
[Parks97b] 
Parks P.B., Rosenbluth M.N., Putvinskij S.V., Evans T.E., “High-Velocity Liquid Jet Injection into Tokamak Plasmas for Disruption Mitigation, Fus. Tech. 35 (1997) 267
[Parks05] 
Parks P.B., [gas jet pressure requirement for direct penetration],  private communication (2005)
[Parker00]
Parker R.R, ITER in-vessel system design and performance, Nuclear Fusion 40 (2000), 473-478

[Pautasso96] 
Pautasso G., et al., Use of impurity pellets to control energy dissipation during disruption, Nucl. Fusion 36 (1996) 1291-1297
[Pautasso01] 
Pautasso, G., et al., Prediction and mitigation of disruptions in ASDEX Upgrade, Journal of Nuclear Materials 290-293 (2001) 1045-1051
[Pautasso02a] 
Pautasso, G., et al, Mitigation of Disruptions with Fast Impurity Puff on ASDEX Upgrade, Proc. 29th European Physical Society Conference on Plasma Physics and Controlled Fusion, Montreux, Switzerland, June 2002, vol. 26B, P2.051
[Pautasso02b]
Pautasso G., et al., ASDEX Upgrade Team, On-line Prediction and Mitigation of Disruptions in ASDEX Upgrade, Nucl. Fus. 42 (2002) 100

[Pautasso03a]
Pautasso, G., et al., 30th EPS Conference on Plasma Physics, St. Petersburg, Russia (7-11.7.2003)

[Pautasso03b] 
Pautasso G. and Gruber, O., Study of Disruptions in ASDEX Upgrade, Fusion Sci. & Tech. 44 (2003) 716-729

[Pautasso04] 
Pautasso G., et al, 31th EPS Conference in Plasma Physics, London, England (2004) P-4.132
[Pletzer01] 
http://w3.pppl.gov/rib/repositories/NTCC/catalog/Asset/grin.html
[Plyusnin06] 
Plyusnin V.V.,  et al, Nuclear Fusion 46 (2006) 277

[Pomphrey] 
N. Pomphrey, J. Bialek, W. Park, Nuclear Fusion 38 (1998) 449.
[Putvinski97] 
Putvinski S., Barabaschi P., Fujisawa N., et al., Plasma Physics and Controlled Fusion 39, B157 (1997).
[Reimerdes03] 
Reimerdes H., et al., Resistive wall modes and plasma rotation in DIII‑D, 30th EPS Conference on Controlled Fusion and Plasma Physics 27A, St. Petersburg, 2003, P-4.45, 
[Riccardo00a] 
Riccardo V., Walker S., Noll P., Parametric analysis of asymmetric vertical displacement events at JET”, Plasma Physics and Controlled Fusion 42 (2000) 29

[Riccardo00b] 
Riccardo V, Walker S, Noll P, Modelling magnetic forces during asymmetric vertical displacement events in JET, Fusion Engineering and Design 47 (2000) 389

[Riccardo00c] 
Riccardo V, Noll P, Walker S P, Forces between plasma, vessel and TF coils during AVDEs at JET, Nucl. Fusion 40 (2000) 1805

[Riccardo02] 
Riccardo V., et al., Plasma Phys. and Control Fusion 44 (2002) 905-929.

[Riccardo03] 
Riccardo V. and JET EFDA contributors, Disruptions and disruption mitigation, Plasma Phys. Control. Fusion 45 (2003) A269-A284
[Riccardo04] 
Riccardo V., et al., Plasma Phys. and Control Fusion 47 (2004) 117-129.

[Riccardo05] 
Riccardo V., et al, Nuclear Fusion 45 (2005) 1427-1438

[Rosenbluth97] 
Rosenbluth M.N. and Putvinski, S.V., Theory for avalanche of runaway electrons in tokamaks, Nuclear Fusion 37 (1997) 1355-1362
[Salzedas99] 
Salzedas F., et al., 26th EPS Conference on Controlled Fusion and Plasma Physics, vol. 23J, Maastricht, 1999, p 625, Stabilization, with ECRH, of an m/n=2/1 tearing mode preceeding a radiative density limit disruption
[Salzedas02] 
Salzedas F., Pautasso G., Nunes I.  et al 29th EPS Conf. on Contr. Fusion and Plasma Phys., Montreux, Switzerland, P1.039 (2002)

[Salzedas03a] 
Salzedas F., Hokin S., Schuller F.C., et al Phys. Plasmas 9, 3402 (2003)

[Salzedas03b] 
Salzedas, F., et al., 30th EPS Conf. on Contr. Fusion and Plasma Phys., St Petersburg, Russia, P1.039 (2003)

[Schittenhelm97] 
Schittenhelm, M., Runaway generation during disruptions in ITER taking acccount of particle trapping, in Controlled Fusion and Plasma Physics 1997 (Proc. 24th Eur. Conf. Berchtesgarden), Vol. 21A, Part III, European Physical Society, Geneva (1997) 985.

[Schuller95] 
Schuller, C., Plasma Phys. Control Fusion 37 No 11A (1995) A135-A162
[Scoville91] 
Scoville J., et al, Locked modes in DIII-D and a method for prevention of the low density mode, Nucl Fusion 31 (1991) 875
[Sengupta01] 
Sengupta, A., Ranjan, P., Nucl. Fusion 41 (2001) 487

[Sokolov79] 
Sokolov YU. A.,  ‘Multiplication’ of accelerated electrons in a tokamak, JETP Letters 29 (1979) [translation Pis'ma v Zhurnal Eksperimental'noi i Teoreticheskoi Fiziki 29 (1979)] 244-246
[Strait04] 
Strait E.,  et al., Phys. Plasmas, vol 11, 2004, to be published, Resistive wall mode stabilization with internal feedback coils in DIII-D
[Strauss98] 
Strauss H.R., Park W. Phys. Plasmas 5 (1998) 2676

[Sugihara03]

Sugihara M., et al, J. Plasma and Fusion Research 79 (2003) 706

[Sugihara04a]
Sugihara M. et al, Plasma Phys. Control. Fusion 46 (2004) 1581
[Sugihara04b] 
Sugihara M., et al, Analysis of disruption scenarios and their possible mitigation in ITER, Paper IT/P3-29, in Proceedings 20th IAEA Fusion Energy Conference, Villamoura, Portugal (2004)
[Summers95] 
Summers, D.A., Waterjetting Technology, Chapman & Hall, London (1995)
[Tamai02] 
Tamai H., et al, “Runaway current termination in JT-60U”, Nucl. Fusion 42 (2002) 290-294

[Taylor96] 
Taylor P.L., et al., Phys. Rev. Lett. 76 (1996) 916 

[Taylor99] 
Taylor, P.L., Kellman, A.G., Evans, T.E., et al., ‘Disruption mitigation studies in DIII-D’, Physics of Plasmas 6 (1999) 1872.
[Taylor99] 
Taylor P. L., Kellman A.G., Evans T.E., et al., Disruption Mitigation Studies in DIII-D, Physics of Plasmas 6, 1872 (1999).
[Testa00] 
D.Testa, A.Fasoli, C.Gormezano et al, ‘Real-Time Measurements of Damping Rates and Instability Limits for MHD Modes on the JET Tokamak’ 27th EPS Conference on Contr. Fusion and Plasma Phys. Budapest, 12-16 June 2000 ECA Vol. 24B (2000) 1429-1432, (http://202.127.204.25/gjhy/EPS/27th(2000)/pdf/p4_044.pdf)
[Tokuda99] 
Tokuda, S., Yoshino, R., ‘Simulation study on collisionless loss of runaway electrons by magnetic perturbations in a tokamak’, Nucl. Fusion 39 (1999) 1123.

[Wade05] 
Wade, M., et al, ‘Development, physics basis and performance projections for hybrid scenario operation in ITER on DIII-D’, Nuclear Fus 45 (2005) 407
[Wesley98] 
Wesley J.,  et al., IEEE Proceedings, Fusion Engineering 1997 (Proc 17 th Symp. San Diego, 1997), Vol.1, IEEE, Piscataway, USA (1998) 483-490
[Wesson97] 
Wesson J.A. et al., Transport in the Sawtooth Collapse, Phys. Rev. Lett. 79 (1997) 5018

[Whyte00] 
Whyte, D.G., Humphreys, D.A., Taylor, P.L., Measurement of plasma electron temperature and effective charge during tokamak disruptions, Physics of Plasmas 7 (2000) 4052.

[Whyte02] 
Whyte, D.G., Jernigan, T.C., Humphreys, D.A., et al., 'Mitigation of tokamak disruptions using high-pressure gas injection', Physical Review Letters 89 (2002) 055001.


[Whyte03]
Whyte D.G. et al., Journal of Nuclear Materials 313-316 (2003) 1239-1249
[Windsor05] 
Windsor C.G., Pautasso G., Tichmann C., et al, ‘A cross-tokamak neural network disruption predictor for the JET and ASDEX Upgrade tokamaks’, Nucl. Fusion 45 (May 2005) 337-350
[Wroblewski97]  
Wroblewski, D, et al.,  Nucl. Fusion 37 (1997) 725
[Yoshino94] 
Yoshino R., et al., J. of Plasma and Fusion Research, vol.70, 1994, p 1081, Operational Scenarios to Avoid Disruptions in JT-60U
[Yoshino96] 
Yoshino R., et al., Nucl. Fusion 36 (1996) 295.

[Yoshino97] 
Yoshino, R., Nakamura, Y., Neyatani, Y., Plasma Equilibrium Control During Slow Plasma Current Quench with Avoidance of Plasma-Wall Interaction in JT-60U, Nucl. Fusion 37 (1997) 1161.

[Yoshino 99] 
Yoshino, R., Tokuda, S., Kawano, Y.,’Generation and termination of runaway electrons at major disruptions in JT-60U’, Nucl. Fusion 39 (1999) 151.

[Yoshino00] 
Yoshino, R., Tokuda, S., ‘Runaway electrons in magnetic turbulence and runaway current termination in tokamak discharges’, Nucl. Fusion 40 (2000) 1293.
[Yoshino03] 
Yoshino, R., Nucl. Fusion 43 (2003) 1771
[Yoshino05] 
Yoshino, R., ‘Neural-net predictor for beta limit disruptions in JT-60U’, Nucl. Fusion 45 (2005) 1232-1246







_1133183516.unknown

_1133268852.unknown

_1133270097.unknown

_1133185747.unknown

_1133180294.unknown

