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Application Development Environment for CI&C
1. Abstract

This document will describe the general standards used in developing application programs for the Process Control portion of the NSTX Central Instrumentation & Controls.  The majority of applications will be supported using the Experimental Physics Instrumentation & Control System (EPICS).  Where practical, existing methodologies already in use by other (established) EPICS sites will be used.  A separate development system to develop and test new applications and utilities is planned,  but is not described.

Computer processes for the NSTX Process Control system will run on several hosts (Sun workstations running Solaris/Unix) and several targets (Motorola VME single-board computers running VxWorks).  Programming in EPICS is the linking of records using a graphical database tool.  In addition, target-resident and host-resident “C” subroutines and programs may be used to support non-standard applications.  Industry-standard utilities and programming tools will be used on the hosts and targets whenever practical.

2. References

2.1 on hold - NSTX-WBS6-SF,  Standard Features of the NSTX Central Instrumentation and Control System.
2.2   Many EPICS reference documents can be found online at the major EPICS sites. 

· Argonne National Laboratory www.aps.anl.gov

· Los Alamos National Laboratory    www.atdiv.lanl.gov

· Jefferson Lab   www.jlab.gov
· Lawrence Berkeley National Laboratory    www.lbl.gov
2.3 NSTX-WBS6-CA,  General Procedure to Create Applications for EPICS.

2.4 EPICS Channel Access Security Design,  Marty Kraimer, Argonne National Lab.

2.5 NSTX-WBS6-CC,  Configuration Control Document for EPICS Applications

2.6 NSTX-WBS6-FS,  Functional Specification Guidelines for EPICS Interfaces

3. Engineering Subsystem Classification (Digraph)

All NSTX subsystems controlled by the Process Control system will be assigned a two-character identifier called a digraph.  For example, the Water Cooling subsystem will use the digraph WS.  This is necessary to manage the numerous records, programs, and data files in the Process Control system.  Appendix A contains a list of the digraphs for NSTX.

4. Device/Record Naming

EPICS programming is done via the linking of records.  Records represent both hardware (I/O, such as CAMAC) and software (such as scaling of analog values).  NSTX will use a multi-field, delimited device naming convention similar to TFTR.  The record name should follow the subsystem’s component name (assigned by the process engineer) where possible. Appendix B includes some record naming conventions.

· A typical device name might be    VM1_AV117_BO

· Digraph is VM, for Machine Vacuum System.

· The (1) in the first field indicates a system (1) of a multi-part VM subsystem.

· The device is a valve,  Air-Valve 117

· This record will control the valve with an EPICS  binary output record.  

· Valve monitoring will be done using a separate (BI) record.

5. Directory Structure

Appendix C shows a simplified directory structure for the EPICS host computers.

5.1. Unix Environment

Specific directories to support NSTX will be developed under a standard Unix/Solaris directory structure. 

5.2. EPICS core

The core of EPICS, that is EPICS base and EPICS extensions, will be located under the root directory    /epics.    This directory contains all resources required to build standard, collaboration-wide, EPICS.  

5.3. Tornado

The NSTX runtime database runs on VME single-board computers running the VxWorks operating system.  VxWorks runs under a development environment called Tornado.  Tornado is installed under   /usr/wind.

5.4. NSTX Subsystem Applications

The NSTX-specific directory structure for the online system is shown and described in Reference 2.3.  The top of the NSTX directories is   /NSTX.  

6. Device Control Permission

Control of the subsystem’s equipment from the operator displays will be controlled using standard EPICS Channel Access Security Features.  These are described in Reference 2.4.  Security requirements will be specified by each subsystem’s process engineer and will be described in the Functional Specification for that subsystem.   

Control of each device can be restricted to a specified set of personnel, and a specified set of control stations, and a specified set of machine conditions.  Other implementations, for example requiring a key, can be implemented as well.  The EPICS administrator will add personnel to the subsystem’s operator  list upon written authorization from the subsystem engineer. 

7. Operator Display Standards

To provide a common display appearance and naming conventions across the various EPICS subsystems, some guidelines will be presented. 

· The display’s filename should begin with its digraph.

· The display should show the display’s revision identifier and revision date.

· A “standard” symbol library may be developed for EPICS displays (e.g. an opened valve symbol).

· “Color” conventions for symbols/text are described in Appendix D.

· Standard control fields will not use an “Are You Sure” command confirmation field.  It will be an option, if desired.

· The display will display the date/time, or some other indicator, to provide assurance to the operator that the display is operating normally.

8. Computer Systems Administration

The computer systems will be administered in a typical fashion.  This includes a typical Solaris installation and system administration.  All data will be backed up to tape on a daily basis.  Up to seven daily incremental backups will be performed automatically.  The daily tapes will be designated their “day”, and be recycled for a reasonable period of time.  On a weekly basis a full backup will be made. The weekly tapes will be designated their “week”, and be recycled for a reasonable period of time.  On a monthly basis, a full save will be made.   The monthly tapes will not be recycled and will be permanently retained.  Other methods, such as disk shadowing,  may also be used to backup online data.  

Experimental Data will be stored in the (Model Data System) MDSplus Data Tree on the Physics Computing network, as well as on the aforementioned tapes.

9. Subsystem Data Management

Each engineering subsystem (e.g. Water Cooling) will generate various types of data.  The management of that data will be described here.  All data files on the host computers will be backed up on a daily basis, per the Computer Systems Administration section of this document. All of these files will be permanently retained through a monthly backup tape.  They can be restored from the tape by the unix system administrator on an as-needed basis.  To help manage the various file types,  a filename convention will be used as shown in Appendix F.

9.1. Display Files

Each subsystem will have several operator displays, each of which are driven from a file. These files are manually created, edited, and deleted by the cognizant subsystem and/or cognizant computer systems personnel.  Standard symbols will be developed and made available for use by all page developers.

9.2. Databases 

Each subsystem will have one or more process databases.  A database is a collection of records and their processing and data links.  In order to view and edit the database, each database file has a companion GDCT formatting file.  These files are manually created, edited, and deleted by the cognizant subsystem and/or EPICS application developer.

9.3. Alarm Files

Each subsystem may have one or more alarm files, which include configuration and log information. The log files are automatically created and will be skimmed automatically after one month.  The configuration files are manually created, edited,  and deleted by the cognizant subsystem and/or EPICS application developer.

9.4. Control Settings

Each subsystem may have one or more files which contain control settings. These files can be manually created by the operator.  They are also automatically created on a per-shot basis.  One file, the “present settings” file, will be automatically updated whenever the operator requests a change to specified field devices.  The per-shot files will be skimmed after one year. A configuration file is used in the creation of a control file.  The configuration file is manually created, edited, and deleted by the EPICS application developer.

9.5. Archived Trended Data

Each subsystem may have one or more trended data ‘archive’ files. These files will be sent to the Physics Network and stored in the MDS+ Data Tree on a daily basis.  There will be no need to send the trended data files from the Physics side back to the Engineering computers.  The files are generated automatically on a daily basis and will be automatically deleted (skimmed) after one month.  A configuration file is used in the creation of a trend file.  The configuration file is manually created, edited, and deleted by the EPICS application developer.

9.6. Parameter Files 

Each subsystem may have one or more parameter files which contain a set of control settings and monitor values for a particular shot. In addition, these files will be sent to the Physics Network and stored in the MDS+ Data Tree on a daily basis.  There will be no need to send the parameter files from the Physics side back to the Engineering computers.  The files are generated automatically on a per-shot basis and will be automatically deleted (skimmed) after one month.  A configuration file is used in the creation of a parameter file.  The configuration file is manually created, edited, and deleted by the EPICS application developer.

9.7. RDT Files

Each subsystem may have “RDT” (Raw Data Type) files which contain data from transient digitizers and include a “header”, which contains sampling, triggering, scaling, and other information relevant to the digitizer data. In addition, these files will be sent to the Physics Network and stored in the MDS+ Data Tree on a per-shot basis.  There will be no need to send the RDT files from the Physics side back to the Engineering computers.  The files are generated automatically on a per-shot basis and will be automatically deleted (skimmed) after seven days.  A configuration file is used in the creation of an RDT file.  The configuration file is manually created, edited, and deleted by the subsystem’s cognizant computer systems personnel.

9.8. Raw Digitizer Data

Each subsystem may have one or more “raw digitizer data” files which contain data arrays from transient digitizers’ memory modules.  This raw data, together with information from other EPICS records, is used to build an RDT file.  The raw data files are generated automatically on a per-shot basis and will be automatically deleted (skimmed) after three days.  A configuration file is used in the creation of a raw data file.  The configuration file is manually created, edited, and deleted by the EPICS application developer.

9.9. Channel Access Security Configuration 

Each subsystem may have one or more rules which define the channel access security settings. These rules are manually created and edited by the EPICS application developer under the direction of the subsystem’s process engineer. 

There is one master file which is used to specify the configuration for channel access security.  Each individual application area may have one or more sections within the master file.  The master file will be used for all IOC’s.

9.10 Trend Display Configuration 

There will be configuration files for the StripTool program.  This tool is a “current trend” program which will present a trend display with data beginning at the time the program is launched.  Therefore, no historical data is viewable with this tool.  Each application may have one or more configuration files which specify record names, colors, limits, etc …  These files will be kept in a separate directory for each digraph. The process operator can configure and save the configuration files. The configuration files will be backed up using normal unix backup utilities.

9.11 Database Initialization 

Control setpoints reside in the IOC memory and will be lost upon reboot or power loss.  To not lose the “present setpoints” for the subsystem processes a set of “reboot” disk files are periodically updated with the latest control values.  The process engineer will need to specify which control setpoints need this feature.

10. Custom Applications

In order to accommodate NSTX’s particular needs, specific applications,  “C” programs, scripts (shell, perl, tcl etc …) may need to be written.  These programs run on the Solaris-based  host computers and on the VxWorks-based target computers.  In addition, the standard EPICS “subroutine” record and Sequencer programs use application-specific “C” code.  These special codes will be subjected to the CI&C configuration control procedures described in the “Configuration Control” section of this document. 

11. External Computing Interfaces

11.1. MDS+/Physics Computing

Experimental data in various formats will be sent to the MDS+ data trees on a per-shot and a daily basis.  The formats and transfer protocols will be described in a TBD document.

11.2. Plasma Control System

It is expected that the real-time plasma control system will use EPICS to collect CAMAC data, and to use the GUI capabilities.   The formats and transfer protocols will be described in a TBD document. 

11.3. Events and Interprocessor Communications

EPICS hase includes a system-wide event system.  To coordinate tasks among non-EPICS computers such as MDSplus and the Plasma Control computer,  a non-EPICS system will be used.  The IPCS (InterProcessor Communication System) and Event Manager tools will be used. IPCS is a LLNL-based system in use at several DOE labs.  It permits task-to-task communications on separate computers.  The Event Manager is a PPPL product which is layered above IPCS.  The Event Manager provides a “broadcast” capability whichj will makje common events,  such as Start of Cycle,  easier to manage.

12. Subsystem Functional Specifications

Each engineering subsystem, such as Water Systems, may have a Functional Specification written by the cognizant subsystem and computer systems personnel.  The document will describe the services and facilities provided by the CI&C to support the subsystem.  The document will include I/O lists, logic diagrams, data requirements, and special processing needs.  Appendix E contains an outline of a Functional Specification.  Reference 2.6 contains some guidelines to help develop the Functional Specification.

13. Configuration Control

The methods for configuration control for the Process Control system are described in 

Reference 2.5.  These procedures are modeled after the TRECAMS procedure.

13.1. Logbook

An “EPICS” logbook will be kept to record all significant changes to the online system.  This is described in Reference 2.5.

13.2. Source Code Revisions

A revision description/comment should be made in the source code where possible.  This includes unix shell scripts,  “C” source code, and iocBoot files (st.cmd & st.boot).

13.3. Displayed Revisions

When source code is not directly altered, a comment should be entered wherever appropriate.  For instance, a GDCT database would have the revision text entered on the GDCT display.  The same would apply for a revised operator display.  

13. Appendices

Appendix A – Subsystem Identifiers - Digraphs

Appendix B – TFTR Device Naming Convention

Appendix C – Applications Directories Layout

Appendix D – Operator Display Conventions 

Appendix E – Functional Specification Outline 

Appendix F – File Naming Conventions
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