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created 23MAR99 by P. Sichta

Rev 01  09JUL01  PS

Rev 02  15APR02  PS   Added reference to Operational Procedure to 

  manually write an rdt file to MDSplus.
This will attempt to explain how acquisition will work.

===============================================================

Introduction

CAMAC transient digitizers type 908 and 3232,  ont the EPICS CAMAC links,  will be archived on the Physics’ networks MDSplus data storage system.  A computer on the Physics network (kees running VMS) will hold the MDSplus shot tree  The cicopr account on epicsrv (solaris) can write to this tree.  The shot tree can only be created from programs on the kees computer.  

Application programs on epicsrv,  cm_Xacq908,  (one program per CAMAC link.  A for link 1,  C for link 3, avd Z for development link 6) will use EPICS channel access,  EPICS records in IOC databases,  and IPCS messages to coordinate the post-shot acquisition of 908/3232 data.  The data will be written to the MDSPlus shot tree on kees.  A local to epicsrv disk file will also be kept for insurance.  

The shot tree must be created prior to writing data into the tree.  For NSTX plasma shots this is done by existing programs on the kees computer.  For NB conditioning shots, epicsrv will use a program cm_TreeReq to send an IPCS message (type 7),after the FBL event,  to kees requesting that a NBI shot tree be created for the NB conditioning shots.

A program, cm_sto908 has been written to manually write a 908 digitizer’s “rdt” file into the MDSplus tree.  This would be used for the situation where the CAMAC data was acquired and written to the epicsrv local disk, but there was a problem in the transfer to MDSplus.  See the CI&C Operations Procedure to “Manually Write a 908 file to MDSplus.”

NOTE that IDL will occasionally generate a warning on the STDOUT/terminal like :

         GetBytes *WARN* recv: Interrupted system call

This can be ignored.  It has been seen in the past (per Gibney) in other IDL apps and has never been understood and is belived to be benign.  I have compared the digitizer data in MDSplus and the source file on epicsrv disk and found no differences.  No other errors accompany this warning. 
Implementation
See figures 5 and 6 for a block diagram of the software.

The cmApp/op/rdt directory will hold configuration files for

908 acquisition.  The file cm_Xacq908_master.cfg will 

have a single line which will contain the name of the active acquisition configuration .cfg file,  e.g.  cm_acqtest1.cfg

The active .cfg file will hold the filenames (absolute path) of "list" files. The list files will reside in the op/rdt directory of the individual EPICS subsystems,  shuch as $PCAPP/op/rdt.  A typical list filename would be pc_acqtest.lst.

The .lst file will hold a list of record names (ppl908 records).  The list file should only have PV's from on 3232/908 module.

The data for each 908/3232 digitizer will be written into an ASCII-based file,  on the /data partition /data/nstx908.  A cicopr CRON job for the cicopr account will periodically skim the /data 908 directories. After writing the file to the local disk,  the cm_Xacq908 program will send an IPCS message to another C program on epicsrv called cm_Xmds908.c.  This program will call IDL procedures to read the local file and write it into the MDSplus shot tree.  The IDL programs write into the log file /eprun/log/cicacq.log.  The C programs write into the general log file /eprun/log/cicinfo.log.

Therefore,  acquisition will have :

  a)  a master acquisition configuration file which points to the active acqusisition configuration (.cfg) file.  These are both in cmApp.

  b)  Several digitizer list (.lst) files distributed in the individual applications’ directories . A .lst file holds 1 to 32 ppl908 PV/record names.

  c)  Data files (.rdt) files,  each of which hold information & data for a single 908 module.

An RDT-Builder application program, cm_Xacq908,  running on the host will read the master configuration file,  and proceed to build many RDT files (one for each .lst file listed in the active .cfg file).

908 Arbitration
One problem with the 908 digitizer acquisition is that several EPICS clients could possibly both read a 908 digitizer at once,  causing invalid data for both clients.  For instance,  someone could try to interactively plot 908 data by reading from the CAMAC memory,  while at the same time the (separate) cm_Xacq908 program could be reading that same digitizer,  even if it’s a different channel.  An effort has been made to minimize the chances of this by using a busy flag that would prevent this occurrence.  Before an application reads a digitizer,  it will first check the busy flag for the not-busy state.

Each digitizer has an EPICS record,  named using a convention to identify it’s crate.  For example,  a digitizer in crate 21 would have a record called cm_908c21Busy_BO. Before an application reads a digitizer,  it will first check the record’s value for the not-busy state.  A value of zero means not-busy,  a value of 1 means busy.  If it’s not-busy,  it will set the busy state,  read all data,  and clear the busy state.

All 908 busy records will be in a database in the ‘/nstx/epicapps/cmApp/Db’ directory.   CM is for data management.

Figure 1

The master configuration file  /nstx/epicapps/cmApp/op/rdt/cm_Xacq908_master.cfg

Note there are no comments,   only a 1-line ascii file.  This file shows which is the active configuration file (see next figure).

epicsrv1% cat /nstx/epicapps/cmApp/op/rdt/cm_Zacq908_master.cfg
/nstx/epicapps/cmApp/op/rdt/cm_acq_1.cfg

Figure 2

The active acquisition configuration file  /nstx/epicapps/cmApp/op/rdt/cm_acq_1.cfg

This file shows which digitizer list files (see next figure) will be read from CAMAC and written to the MDSplus directory.

epicsrv1% cat /nstx/epicapps/cmApp/op/rdt/cm_acq_1.cfg
# 908 Acquisition Configuration file  cm_acq_1
#

#  created 28JAN99 by P. Sichta

#  rev 1 24FEB99  PS  added c18n02

#  rev 2 22MAR99  PS  removed one c01n17.  it was listed twice.

#

# This file will hold a list of .lst files,  which will hold 

# ppl908 record names for acquisition.  There will be an rdt file # for each .lst file

#

/nstx4/epicapps/pcApp/op/rdt/pc_908c16n03.lst

/nstx4/epicapps/pcApp/op/rdt/pc_908c16n08.lst

/nstx4/epicapps/pcApp/op/rdt/pc_908c22n05.lst

/nstx4/epicapps/pcApp/op/rdt/pc_908c22n09.lst

/nstx4/epicapps/pcApp/op/rdt/pc_908c01n17.lst

/nstx4/epicapps/pcApp/op/rdt/pc_908c10n17.lst

/nstx4/epicapps/pcApp/op/rdt/pc_908c20n02.lst

/nstx4/epicapps/pcApp/op/rdt/pc_908c19n02.lst

/nstx4/epicapps/pcApp/op/rdt/pc_908c21n02.lst

Figure 3

The digitizer list file  /nstx/epicapps/cmApp/op/rdt/gs_908c28n14.lst

This file shows a digitizer list file.  This file contains the names of EPICS ppl908 records for a digitizer.

epicsrv1% cat /nstx/epicapps/cmApp/op/rdt/gs_908c28n14.lst
# file  gs_908c28n14.lst

# created 28JAN99 by P. Sichta 

# rev 1  09MAR99  PS  Changed gs_chan9_td to gs_chan16_td

#

# This file will hold a list of ppl908 record names which must be 

# in the  same 908.

# This file is called by a .cfg file

# An rdt file will be created from this .lst file.

#

# there MUST be a line which starts with TARGET_FILE, then a 

#    space,  then a full pathname of the .rdt file's destination.

#    The rdt builder program will append the NSTX shot number

#    and the suffix .rdt  into the filename

#    final name will be gs_908c28n14_1234567.rdt

#

#  The form of the TARGET must be XX_908cYYnZZ

TARGET_FILE /kees1/epics_temp/gs_908c28n14

# ppl908 record names below

gs_pzv1_td

gs_pzv2_td

gs_pzv3_td

gs_pzv4_td

gs_pe104_td

gs_pe103_td

gs_pe102_td

gs_pe101_td

gs_chan16_td

gs_pe17_td

gs_pe105_td

gs_ent_td

gs_plcscan_td

gs_pe02_td

gs_chan15_td

gs_ig_td

#end

Figure 4

Below is a description of the RDT file format,  currently ascii.

THE ASCII file format,  which is the final destination for the

CAMAC 908 info and data is described below.  The file is in 3

sections :

  1)  Global 908 attributes (common to all channels)

  2)  Attributes specific to a channel (units, scaling, etc...)

  3)  Raw Data  (signed/unsigned shorts, unscaled, decimal )

A)  The Data and Individual attributes and data are in order of appearance in the list file,  not 908 Channel# order.

B)  n/a

C)  The Attributes are in the same order in the array "info908[attribute][width]",  except the location[0] is not used.  

D)  The (short) data is in the same order as array "short_all".

Global Attributes

=================

[0]Number of PV's in this file (max 32)  int

[1]Shot number, seven digits    int

[2]Summary Comment   char[]

[3]Data Format   0=unsigned short,  1= signed short

[4]Number of active channels  (4,8,16,32)  int

[5]Number of samples  (0 - 256K)  int

[6]Time of first sample (rel to T(0) )float

[7]Sample period   (in seconds)  float

[8]CAMAC status word (F0.A0)  hexadecimal

Individual Attributes

=====================

[9]Channel Number  (1-32)  int

[10]EPICS record name    char[]

[11]Record Description    char[]

[12]Units

[13]Data Quality (0=OK,1=Bad)

[14]raw_volts-to-engineering units  Multiplier  scale factor "x" (y=mx+b) float

[15]raw_volts-to-engineering  Offset  scale factor "b" (y=mx+b) float

[16-22 ] individual attributes for 2nd channel in list,  etc

DATA

====

Data starts immediately after the final individual attribute of the final channel.  The data is signed decimal.

[n]1st value of 1st channel

[n+1]2nd value of 1st channel

[n+2]3rd value of 1st channel

[n+3]4th value of 1st channel

[n+number of samples-1]last value of 1st channel

[n+number of samples]1st value of 2nd channel

[n+number of samples+1]2nd value of 2nd channel

[n+number of samples+2]3rd value of 2nd channel .....
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