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1.0 Introduction


This document describes a method to create LabVIEW display pages that can be viewed using a web browser to show NSTX EPICS data. The appendices include detailed descriptions of how to configure EPICS Process Variables to be communicated through the LabVIEW system (through the NI Shared Variable Engine), as well as trouble – shooting tools included with the LabVIEW system that can assist in locating and finding network published Process Variables and remote resources.
2.0 References
1) “Operations Procedure for the NSTXPC09 Computer, The EPICS LabVIEW Web-Server”, NSTX-WBS6-OP-021 (Central Instrumentation & Control Documentation: “Operations Procedures”, http://nstx.pppl.gov/nstx/controls/EPICSprocedures/CI&C%20Ops%20Procedures/).
2) “Configuring a PC for Use as a LabVIEW Web Server”, NSTX-WBS6-DV-013 (Central Instrumentation & Control Documentation: “System Development”, http://nstx.pppl.gov/nstx/controls/EPICSprocedures/CI&C%20System%20Development/).
3) LabVIEW version 2010/2011 Documentation, National Instruments Inc.
4) NI Distributed System Manager Help, http://zone.ni.com/reference/en-XX/help/372572A-01/
5) EPICS Gateway Documentation, ANL/EPICS Collaboration Website, http://www.aps.anl.gov/epics/extensions/gateway/index.php
6) “Using NI Shared Variable Server for NSTX LabVIEW EPICS Applications”, NSTX-WBS6-UG-17 (Central Instrumentation & Control Documentation: “EPICS User Guides for NSTX”, http://nstx.pppl.gov/nstx/controls/EPICSprocedures/CI&C%20User%20Guides/).
3.0 Overview


LabVIEW can be used as an EPICS Channel Access client to read data from Channel Access servers. The web - serving tool in LabVIEW provides a means to publish this EPICS data, enabling common web browsers to view the EPICS data. Since many Engineering Subsystems at NSTX interface with EPICS, this method permits anyone who has access to the PPPL network to view NSTX conditions. An EPICS Gateway is used to provide secure access to the data points in the EPICS Input – Output - Controllers (IOC). In addition, this system runs the National Instruments Shared Variable server. Through the use of this, it is possible for remote LabVIEW clients to have access to any NSTX EPICS Process Variable (PV) using only standard LabVIEW software… no special additional EPICS software required. See reference 6 for more information.
3.1 LabVIEW Web Server


Figure 1 below shows the simplified network architecture implemented for this environment. The LabVIEW web server is the computer that can run either pre-built LabVIEW VI’s or the LabVIEW Development environment and program building add – on, which can run VI’s internally and, while being run, make up to 8 front panels available to a web interface.
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In addition to the information found in this document, it is advised that one first follow the instructions for setting up the proper computing ”environment” in which to successfully design these instruments. In section 2.0, references 2 and 3 give detailed procedures for setting up the web server computer, installing the required National Instruments software development environment, obtaining necessary additional software available from National Instruments, and correctly setting Windows global environment variables.

Reference 4 gives a detailed overview of the National Instruments Distributed System Manager program. This is a network management tool capable of exploring all network resources connected to the system and probe the currently deployed variables for information. It is also a valuable troubleshooting mechanism with which to determine whether or not a specific process variable is being served and populated by the server correctly.


All web browsers will use a URL to attach to this “host” computer. The URL will contain the name of said computer (or IP number if DNS is not available), the TCP/IP port number, and the name of the “.htm” document. A different port number is required for each LabVIEW display that is served by the web server. Also, a refresh rate is associated with each webpage so that different VI’s can be updated at different rates depending on their displayed information. A log document is kept in the NSTXPC09 desktop folder “NSTX_webExe” that consolidates all of this information for easy reference, and is included in appendix C.
Products Used: At the time of this revision, NSTXPC09 runs under Windows XP, Professional Edition, with Service Pack 3 installed. Its processor is a Hyper-threaded enabled Intel Pentium 4, running at 2.80 GHz with 3.00 GB of available memory and a 10/100 Mb/s Ethernet port. With all of the NSTX status VI’s running simultaneously, processor load is approximately 63% of total capability. LabVIEW 2010 was used (Full Development System with Application Builder tool). The version of EPICS Channel Access protocol in use is bundled along with the version of EPICS Base in use, which is 3.14.10.
4.0 Development

A LabVIEW display is developed on a computer that has LabVIEW, the Application Builder Add - On, and the EPICS Client I/O Server for LabVIEW installed on it. During the development process discussed below, several additional files will be needed, the contents of which can be found in appendix A. Highlighted in each file are sections that will need to be manually edited in order for the VI to start correctly and be available via a web browser. The “look and feel” of some sample VI’s are shown in appendix D for reference.

The process to create the LabVIEW project and ultimately the entirety of the web served VI package that is discussed in this documentation follows this general outline:
· Create a new LabVIEW “Project” which will contain:

· Front Panel (“.vi” file type)

· Process Variables (Through implementation of project “instance” variables shown later in section 4.2)

· “.htm” File

· “.ini” File

· Any other additional supporting files that may be developed which are necessary for inclusion in the final project

· Edit the “.htm”, “.ini”, and “niwebserver.conf” files manually to match the directory structure of the final build files

· Build the project as a standalone entity by following along with the build settings wizard prompts, detailed below
· Execute/Run the final product

4.1 Create Project


The simplest way to bring EPICS data into the LabVIEW environment is to use the new “integrated” approach of creating a standard “LabVIEW Project”. This “project” will contain all of the necessities that surround the successful creation and operation of a web – based display. It also allows for easy access of remote resources (for example, EPICS Process Variables) from the VI creation standpoint… allowing the setup and linking of remote resources to happen “outside” the virtual interface creation environment, and take place in a dedicated “variable creation” screen. Figure 1 below depicts a typical “working” LabVIEW project and all of its individual elements that constitute its communication, operation, and also it’s look & feel.
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Figure 2: A Typical LabVIEW Project Setup
4.2 Setting Up “Instance” Variables

The variables that are attached to a project can be viewed as an extension of the EPICS process variables that will eventually be read (or written to) in the program/front panel. In order to begin adding/creating these variables, it is first helpful to create a library for them (so that they stay organized and in one place) as shown in figure 1 above, where the library is called “NSTX_Current_Status_Shared_Variables.lvlib”, and the variables follow below.

To create a library, right click on “My Computer” in the project tree, then select “New”, followed by “Library” from the options menu cascade that appears. To create a variable in this newly created (or any) library, right click the library name and select “New”, followed by “Variable” from the options menu cascade that appears.
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Figure 3: Variable Creation Dialog
Figure 2, shown above, is a depiction of the basic variable creation screen. It contains options that need to be set in order for the process variable data to be correctly communicated from the Common EPICS Interface (See Appendix B) into the new project/front panel/program that is being constructed.
Setting these values is very straightforward and recommended actions are outlined below:

· Name: This is the name of the variable that will appear whenever you want to use this variable in this project only. It is recommended that this ‘local name’ be the same as the actual process variable name, in order to avoid confusion. For example, if this variable is linked to the process variable ck_currshotSEL while the local name is “Current Shot Number”, it may be ambiguous as to what process variable is actually being read.

· Variable Type: Select “Network – Published”, as any process variable will be communicated over the internal PPPL network.

· Data Type: Select from the pull down menu the data type of the process variable being used… this selection will type – cast the variable in all references to it within this project. For example, if “int32” is selected and on the front panel implementation it is displayed as a type “double”, its type will need to be converted from “int32” to “double”, as “int” was selected in the initial variable creation screen. Or, it can be changed to type double by simply going back into the creation screen and selecting it from this pull down. Any changes made will automatically update throughout any block diagrams that this variable may have been used.
· Enable Aliasing: Place a check in this box… this allows the linking to a remote server to access a process variable that contains a different name than what is being linked to. Therefore, instead of using a lengthy network path to call ck_currshotSEL (wherever it may be ultimately located), a more descriptive name can be used.
· Bind to: Select “PSP Variable” from this dropdown selection box. This allows a URL to be entered (or browsed) in the adjacent box in order to represent a process variable. This is where the selection of the process variable to be accessed by this variable takes place.

· When browsing for a process variable, use the following template in order to access the resource correctly…

· \\nstxpc09\NSTX_Common_EPICS_Interface_Library\EPICS_Common_Interface.<NAME_OF_PV_HERE>.<OPTIONAL_EXTENSION>
· Example: \\nstxpc09\NSTX_Common_EPICS_Interface_Library\EPICS_Common_Interface.ch_web_CurStat_BO.VAL
· Access Type: Self – explanatory (Read or Read/Write)… select the selected process variables’ access type from the drop down selection box.
4.3 Adding In Necessary Configuration/Control Files


There are two necessary configuration files that must be manually generated (or copied from a pre-existing instance) and added to the project tree in order for the final product to receive and use its own specific configuration data for attributes like port number, for example. These are the “.ini” and “.htm” files… the contents of both files are shown in figures A.1 and A.2 respectively, in appendix A, along with the editing areas of interest highlighted.

The “.ini” file will contain specific port information as well as the file path to the location of the “.htm” file produced during the build process. Depending on where the final directory path of the project executable and data files will be, this entry must be edited to match the location of the “.htm” file.

In addition, the “.htm” file will contain the specific html code needed by the client web browser to allow the correct display of the front panel, but also correctly dictate the interval at which the page refreshes with new information (see appendix C). Depending on the name of the “.vi” file in the project, the highlighted part of the “.htm” file shown in figure A.2, in appendix A, must be changed to match. The first part is the traditional name of the window instance, like “new_front_panel.vi”, it includes the “.vi” extension. The second piece of the edit must be the generic name of the VI, for example “new_front_panel”, this part does NOT include the “.vi” extension. This is how the running process of the program connects to the html code… it recognizes the name of the running program instance, and attaches to it, allowing it to be displayed via a defined port number (from the “.ini” file), and using additional settings contained in the “niwebserver.conf” file, discussed later in section 4.6.

In order to add these files to the project tree, first create them using any standard text editor with the contents shown in the figures A.1 and A.2 in appendix A, making sure to change the names and/or data location paths in each file appropriately. Then, right click on “My Computer” in the project tree, then select “Add”, followed by “File”. Browse to the location of the file, and click “OK”. Repeat the same procedure to add any subsequent file required. After each “add” operation, the project tree screen should update to show the addition of the new file, as it now exists along with the rest of the project data.
4.4 Building the Front Panel


Create the front panel by first adding a “front panel” type file to the project tree… use the same addition procedure as a Library (described above), only, now, select “VI” from the cascading menu.


Build the front panel as it will appear on the webpage. In order to invoke the process variables that were added to the project in the following steps use the “Shared Variable” block under the “Data Communication” -> “Shared Variable” block palette. Once dragged onto the block diagram, select its drop down menu and select the variable to be used. Once selected, this block can then be wired into any LabVIEW construct as well as be wired into any error checking and reporting scheme that will exist.
4.5 Application Build Parameters for the Stand Alone Program


After the project contains all of the aspects required, it will be necessary to build the project into its own stand – alone executable type file. Note that the Application Builder must be installed in order for this to be possible. To begin the process select “Tools” -> “Build Application (EXE) From VI” from the Project Explorer toolbar… this will launch the build configuration dialog. 


There are many options associated with the build process, and each application will need different settings to match. However, for this application of the executable build, there only need be a few specific things set in order to have the executable generated correctly. Shown below are the applicable screens (#1 - #10) of the build dialog that contain the necessary options needed to be set in order for a correct build to result:

Screen 1: Information
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· Build Specification Name: All of the settings that are specified during the build process will be saved in the project file under the name specified here. This is useful for keeping different build options at the ready, so that they will not have to be specified again.

· Target Filename: This will be the name of the main executable file (“.exe”). It is recommended that this name be the same name as your project file, for easy recognition.

· Destination directory: This is the base path in which the build process will place the main executable and its associated files.

Screen 2: Source Files
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· Startup VI’s: This box should always have the VI to be started at program run… for this type of program there is only one VI… be sure to select it from the “Project Files” list and move it into this box.

· Always Included: This box will list all files that will always be included in the build package. While it’s in depth operation exceeds the scope of this document, the files that will go into this box are the following:

· “.htm” File
· Shared Variables Library

Screen 3: Destinations
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For this screen, set the destination path of each of the “Application.exe” and “Supporting Directory” destinations. This will be the default path for each of these destinations for files in the next screen. The executable destination path will be the same path chosen on screen 1, as we want to executable to “show up” at its chosen home location. For the supporting directory destination, this will be the path where all of the programs supporting files will be placed. It is best to pick a location within the base directory of the program so that it is quick and easy to find later.
Note: Not shown in the figure above is the destination path for the support directory, its path is: C:\Documents and Settings\Paul Sichta\Desktop\NSTX_webExe\data.

Screen 4: Source File Settings
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Here, the actual destination of each of the projects files is determined. Pick the following for each of the project files:
· “.htm” File = Support Directory

· “.ini” File = Same as Caller

· “.vi” File = NO CHOICE

· “.lvlib” File(s) = Support Directory

Screen 5: Advanced
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· Use Custom Configuration File: Check this option and select the “.ini” file already in the project. This will tell the build process to use the configuration file already specially edited for our purposes while building the program, instead of creating a new one from scratch.
Screen 6: Additional Exclusions
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· Remove unused members of project libraries: Uncheck this option; in no way should the program edit the current project libraries.

Screen 7: Version Information (Optional)
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While completely optional, each time that the program is built and/or upgraded, the versioning information, as well as the company and internal name, and any legal information can be added into it for record keeping purposes, and version number can be optionally automaticall incremented upon each build, given a starting number.
Screen 8: Shared Variable Deployment
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· Deploy shared variable libraries at application execution: Check this box. Since all of the EPICS process variables are stored in deployable shared libraries, we definitely want to deploy them at program start.

· Hide deployment progress dialog at application execution: Check this box. This will hide the dialog from the user that shows deployment progress of the variables… it is un-needed.

Additionally, any shared variable library path that is used in the program you are attempting to build should be seen in this screen, as shown in the figure above.

Screen 9: Run – Time Languages (Optional)
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Another optional build step, this screen allows the reduction of supported languages at run – time. Reducing the supported run – time languages to English will make the completed executable file minutely smaller.
Screen 10: Preview
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Here, clicking on the “Generate Preview” button will generate a quick “snapshot” of the final file structure of the program as per the options selected throughout the previous screens. Note: The above screenshot is only an example, and the structures generated will vary depending on the options selected previously.
If the file structure appears to be correct and are satisfied with all of the settings that have been entered, click the “Build” button, this will actually carry out the final process of making the executable and placing it in the destination(s) selected along with all of the supporting file structure.

4.6 Making Changes to the Control Files
Upon generation of the executable, the “Builder Program” generates, along with all of the program files, a file called “niwebserver.conf”… it can be seen in the preview build (shown in the figure for screen 10) that is generated before final compilation into an executable program. The files’ contents are shown in figure A.3 in appendix A. This file is the final piece that will need manual editing to match the settings of your already existing configuration files in order to make the VI generated viewable on the web. Figure A.3 in appendix A also shows the areas of data that must be changed from its default… The port number, which occurs after the word LISTEN, should be changed to match to port number in the “.ini” file of this specific VI. Furthermore, the path to the governing html file needs to be changed as well… edit it to reflect the path on the disk where the “.htm” file resides. Once these changes have been made, be sure to save the file.

4.7 Starting the VI & Making it Web – Viewable
After checking that all of the support documents (“.htm”, “.ini”, and “niwebserver.conf”) have all been edited to match the desired settings for this VI, the final step is to double – click on the executable (“.exe”) file for the program. As long as all of the settings in the supporting files are correct, the front panel will display AND it will be accessible via the web. See below for an example uniform resource locator address… this example assumes that the program is being hosted via NSTXPC09 and on port 8086.
Note: The IP number of the server computer can be used in lieu of the ServerComputerName, for example:
http://ServerComputerName:port/filename.htm
A typical functional example is:

http://nstxpc09.pppl.gov:8086/NSTX_CAMAC.htm
Note: Due to a licensing restriction, only 8 VI’s can be run and hosted simultaneously on the same computer. Any additional VI’s started will not be posted to the web.

Appendices
Appendix A: Control File Contents and Modifications

Appendix B: Adding a New EPICS Process Variable to be Made Available to Remote LabVIEW Clients
Appendix C: Port Usage Log
Appendix D: Supporting Figures

Appendix A: Control File Contents and Modifications
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Figure A.1: ".ini" Configuration File for EACH VI
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Figure A.2: “.htm” File for Web Viewing
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Figure A.3: “niwebserver.conf” Configuration File for EACH NI Web Server.

Appendix B: Adding a New EPICS Process Variable to be Made Available to Remote LabVIEW Clients
1.0 Introduction

With the advent of the National Instruments supported “EPICS Client I/O Server for LabVIEW”, there is now an easier way for LabVIEW programs to have total site – wide access to any EPICS Process Variable (PV). The new setup requires that each PV needed to be used by a remote user (client) must be entered into a specific NSTXPC09 project, and then “deployed”. This means that any computer at PPPL needing information from a process variable will be communicating with NSTXPC0909 via NI’s Shared Variable Server, and NOT the EPICS IOC itself, thereby not needing special VLAN access or EPICS software. If a user requires an EPICS Process Variable that is not already being shared by this system, they can make a request to the ITD group to “add” their required PV’s to the “shared list”.


[image: image17]
Figure B.1, shown above, depicts the connections between the host PC (NSTXPC09), the EPICS IOC, and any LabVIEW remote client. It highlights that only one “shared library” interfaces with EPICS. Any other LabVIEW VI’s (local or remote) can communicate using NI’s shared variable protocol, and therefore needs no special EPICS software. The communication from remote to host of this information via the shared variable engine protocol takes place “in the background”, that is, the shared variable engine runs as a background process when the client PC starts and when communication is requested to take place (via a LabVIEW project), the project already knows where to go for the information based on the simple address provided when the user defines the project instance variable(s).
2.0 Procedure
· Located in the folder labeled “NSTX Web Status LabVIEW Project Files” on the NSTXPC09 desktop environment, open LabVIEW project called “NSTX_Common_EPICS_Interface”, the project tree for this project is shown in figure B.1 for reference.
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Figure B.2: “NSTX_Common_EPICS_Interface” Project Tree
· Expand the “NSTX_Common_Epics_Interface_Library.lvlib” entry and right – click on “EPICS_Common_Interface”, the select “Properties”.
· LabVIEW EPICS records are stored initially in the standard shared variable construct and subsequently made available via the universal LabVIEW project container.
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Figure B.3: Selecting the Properties of the Shared Library
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Figure B.4: The EPICS Client I/O Configuration Dialog
· This will display the configuration dialog for EPICS Client I/O communication. Here, we want to enter the names of the process variables that we want to make available to remote users. Note: Each shared variable library can only contain up to 500 record names. Once this limit is reached, please make a new shared variable library in the project tree.
· Click on the “Add Record” button.
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Figure B.5: Adding a Record to the Database
·  This will allow for entry into the Attributes fields.
· The name of the process variable will be entered into the “Name” field.
· Select the Data type of this record from the pull – down menu (consult the EPICS record of the process variable being added to obtain this information). If unsure, just leave “Auto” selected
· Finally, select the type of access allowed for this process variable from the “Access Type” drop – down menu.
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Figure B.6: Adding a Special Extension to a Record Name
· If the process variable has an appended name, for example “.OVAL” attached to it, this extension can be added by expanding the record name (“+” button next to record name) and entering that extension into the “Name” field. All other process variables that do not include an extension, should just be left with the VAL default extension shown in the figure above.
· Be sure to hit “OK” once the changes have been made in order to save the database.
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Figure B.7: Deploying the Changes
· The last step is to make the changes available to the network, as well as the VI’s currently running on the web server PC (NSTXPC09). This is done by “deploying” the shared library. This is accomplished by simply right – clicking on the shraed library in question and selecting “Deploy All” from the menu. Depending on the number of records contained in the library, the deployment of said library may take several seconds.

· Once the deployment is complete, the process variable is ready to be access by remote LabVIEW programs.
Appendix C: Port Usage Log

Note: This file is located in the NSTXPC09 desktop folder “NSTX_webExe”. It keeps track of which port is used to serve each NSTX Status VI to the web.
This document will show the LabVIEW web server port numbers

assigned to each LabVIEW display.  Each display must have its own

unique port number.  The .ini file should include the port number.

Rev 00  02DEC2002 P. Sichta

Rev 01  10DEC2002 P. Sichta

Rev 02  13JAN2003 P. Sichta

Rev 03  16JAN2003 P. Sichta

Rev 04  31OCT2003 PS  
Unassigned port 8089

Rev 05  25JAN2007 PS   
Assigned 8089 to TempsDiag

Rev 06  03AUG2011 SDD 
New LabVIEW 2010 VI's with modern channel access method... same ports 
used

Rev 07  04AUG2011 S.DeLuca
Asigned the new VI "NSTX_ShotClock" to live on port 8092, the next port in our numbering succession.

Rev 08  30AUG2011 SDD   Added and asigned NSTX_UPS to port 8093.

Rev 09  28OCT2011 SDD   Order reset.

Note: NI Web Server will only support 8 simultaneous front panels being posted to the web. Any additional front panels will run, but will not be posted to the web.

Note: Ports 8081 - 8083 & 8093 are internally reserved for PPPL ITD MacAfee uses.

Display Name     
Port Number       Refresh Rate (s)

------------     
-----------       ----------------

NSTX_ShotClock

8084                     2

NSTX_Current_Status
8086


 

5

NSTX_Trended_Status
8087


 

5

NSTX_UPS


8088



 
5

NSTX_DIwater

8089


 

5

NSTX_TempsTrend
8090



 
5

NSTX_TempsDiag

8091


 

5

NSTX_CHERSshutter
8092


 

5

NSTX_MPTSshutter
8094


 

5

NSTX_CAMAC

8095
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Appendix D: Supporting Figures
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Figure B.1: Network and Process Interface Diagram
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