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Figure 1 – Sample Save Set Archiver Configuration File

1.0 Introduction
· This procedure provides a description of how to initialize the IOC database with a specific set of (setpoint) values,  upon IOC reboot.  The database values can be predefined (fixed),  but are usually taken from a file which is periodically updated with the latest (current) settings.

2.0 References 

1) NSTX-WBS6-AD,  Application Development Environment for CI&C.

2) NSTX-WBS6-CA,  General Procedure to Create Applications for EPICS.

3) User’s Guide for the Save Set Archiver,  Phillip Stanley,  LANL www EPICS site.

3.0 Aliases,  Environmental Variables,  Paths, and Permissions 

Aliases used :  none

Environmental Variables : None

Paths : /epics/system/epics/epicsExtensions/extensions/bin/solaris

Permissions : The reboot file’s update methodology is pre-configured by the EPICS developer for the subsystem engineer.  Also,  the IOC boot file st.boot must be modified to include the reboot files.  Editing of these files requires that the user be in the unix group “staff”.

4.0 Database Initialization Strategy 

The Save Set Archiver (SS) will be used to create “reboot” files for each application that requires this function.  

· A reboot file contains a set of database values,  which are loaded into the IOC during IOC initialization.  

· The reboot file can be updated upon a change to any value referenced by the file,  or at a periodic (e.g. every 10 minutes) interval.   It is up to the EPICS application developer to evaluate the application and make the best choice. Values which are changed infrequently should use the update-upon-change method.  

· An application area may have one or more reboot files,  each using a different update criteria and contain different PV names.

5.0 Creating Reboot Files
The Save Set Archiver is used to create the reboot file.  The Save Set Archiver uses a configuration file to specify the PV that are included in the file,  and when the file is updated.

· Save Set Archiver configuration files will be kept in the directory structure dedicated to each digraph,  or application identifier.  For example,  if the digraph for a system is xx,  then the configuration files for that system will be kept in /nstx/epicapps/xxApp/op/restore   .

· The configuration file must have a suffix of ‘.dbi’.
· A text editor can be used to create or modify a configuration file.  The format is explained in the Save Set documentation from LANL.
· If the (undocumented) !nobinary keyword is NOT in the .dbi file, the save_set archiver will also create daily data files having  names like “tremain.dbi:07-20-98-000000”. 
· A file will be created and updated by the archiver and will be named something like “tremain.dbi:directory”.  This may need to be deleted when the .dbi file is revised.  
6.0 Restoring Database Values to the IOC
When the IOC boots,  the command file st.boot is executed.  To restore the values from the *:reboot files,  the st.boot file will require modification.  An example is shown below.

Excerpt from boot file  /nstx/epicapps/iocBoot/iocce/st.boot

## SECTION 5 ###################################

#  add files for database initial values here  #

################################################

#restore control values prior to iocInit (need full path)

#reboot_restoreDebug = 1

#global epics support

1) cd "/nstx/epicapps/ceApp/op/restore"

2) reboot_restore "tremain.dbi:reboot” 

7.0 Hints & Bugs
3) If a .dbi (config) file is edited,  all related files in the /op/restore directory must be deleted and ss_arch restarted with the revised file.
4) If a PV name in the .dbi file doesn’t connect,  I think the whole set may not update (be saved). 
5) It is a good idea to copy and modify existing .dbi files.
1) Figure 1  - Sample Reboot Conf. File

Example 1

# File vm_slowset_A.dbi  

# File will save Vacuum System setpoints and scale factors

#       for use during database initialization (IOC reboot).

#

# REVISION HISTORY

#    28JULY98  
REV 0.  
File created

#  Rev 1  23MAR99  PS  
Added nobinary option to not 

#




create data set files.
#

!reboot 




1

!monitor

!mon_frequency 


30
!nobinary
vm_pumpspeedAO.VAL  



vm_pumpselectMBBO.VAL

vm_pressr_1AI.ASLO  

vm_pressr_1AI.AOFF  

vm_digitizer_rateMBBO.VAL 


vm_dig_startAO.VAL 




This file will keep one reboot file,  called vm_slowset_A.dbi:reboot   . The file will be updated whenever any PV changes (monitor).  The maximum file update rate will be 30 seconds,  even when the values are changing more frequently. No binary data files will be created (nobinary),  which is useful if only warm reboot (initialization) files are wanted.
Figure 1, Example 2

# File vm_slowset_A.dbi  

#

# REVISION HISTORY

#    28JULY98  
REV A.  
File created

#

!reboot 




1

ck_60sec_markCALC



monitor

ck_




monitor

vm_pumpspeedAO.VAL  



vm_pumpselectMBBO.VAL



vm_pressr_1AI.ASLO  

vm_pressr_1AI.AOFF  

vm_digitizer_rateMBBO.VAL 
monitor

vm_dig_startAO.VAL 


This file will keep one reboot file,  called vm_slowset_A.dbi:reboot   . The file will be updated whenever any of the PVs change which have the monitor parameter specified.  There is no maximum file update rate.

Figure 2 -  Note concerning bug in SS archiver 

Hi Paul,
I have seen this before, but in a different program. It was several
years ago and I do not remember what I did about it. I can take a look at
it. I think that I am maintaining it.
Bob
----- Original Message -----
From: Paul Sichta <psichta@pppl.gov>
To: leo dalesio <bdalesio@mindspring.com>
Sent: Wednesday, April 12, 2000 4:47 PM
Subject: SaveSet Archiver


> Bob,
> I thought this was too weird for tech-talk. Pass it on if someone else is
> maintaining the SS archiver.
>
> I have discovered a strange behavior in the save set archiver. For
certain
> record names (I have come across three to date) the archiver will not
> operate normally. That is, I don't get the motif display and the task
> hangs. I have traced the 'hang' to the add_channel routine (portion shown
> below) in ss_arch.c, specifically it hangs when the hash_offset value is
> zero. The hang occurs in the "while((chan_offset != 0xffffffff) &&
> (!found))" loop.
>
> After exhausting a couple days trying to figure out the problem I
bailed-out
> and changed record names to avoid this problem. I also added a WARNING
> message for myself into ss_arch.c, so you don't need to pursue this
further
> unless you are intrigued. Have you come across this one?
>
> The three names I have that hash to zero are:
> ch_B_908xmax08_AO (analog out record)
> ch_D_908ymax06_AO
> gs_inj2volt11_AO
>
>
> ========= portion of add_channel ===============
>
> /* put the channel in the save set's directory file */
> last_chan_offset = 0xffffffff;
> hash_offset = hash(pchan_name,strlen(pchan_name));
> if(hash_offset == 0) printf("WARNING: SaveSet Archiver detected
> hash_offset=0 for pchan_name %s\n",pchan_name);
> fseek(dir_fd,hash_offset*sizeof(unsigned long)+sizeof(struct
> directory_entry),SEEK_SET);
> fread(&chan_offset,1,sizeof(unsigned long),dir_fd);
>
> /* follow the chain of defined records that hashed to this value
*/
> while((chan_offset != 0xffffffff) && (!found)){
> fseek(dir_fd,chan_offset,SEEK_SET);
> fread(pdir_entry,1,sizeof(struct directory_entry),dir_fd);
> last_chan_offset = chan_offset;
> if (strcmp(pchan_name,pdir_entry->name) == 0) found = 1;
> else chan_offset = pdir_entry->next_entry_offset;
> }
> ============================================================
>
> --
> Paul Sichta
> Princeton Plasma Physics Laboratory
> 609-243-3477
>




