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1.0 Introduction
This procedure provides a description of how to bring the CI&C computers that run the EPICS software to a state which supports NSTX 'HPP' operations. The procedure assumes that all hardware and software is operating correctly. Appendix A contains a checklist for critical items.

2.0 References 

  a) CI&C Data Acquisition User Guide

  b) Facility Clock User Guide

  c) IOC Shutdown Procedure, NSTX-WBS6-OP-005

  d) IOC Boot Procedure, NSTX-WBS6-OP-009

  e) CAMAC Diagnostics User Guide

3.0 Overview

A brief outline is presented below.  Subsequent sections will provide details for each category. 

a) Core Hardware

· Host Computer - Solaris Workstations

· IOC - Input/Output Controllers

· OPI - Operator Display Stations

· Print Server - PPPL Print Server 

· NSTX Firewall

· EPICS Gateway 

· LabVIEW Web-Server

b) Process I/O Comm. Links 

· CAMAC 

· PLC 

c) NSTX-Specific Host Software

d) NSTX-Specific IOC Software 

e) Other Procedures

4.0 Procedure

  4.1 Core Hardware

4.1.1 Host Computer - Solaris Workstations

windex

If necessary, request the PPPL Unix Administrators to boot windex in the normal Solaris fashion.   

Note
Due to the hardmount of a USC Disk, there will be a 5 minute TimeOut if it is not available.  The USC Disk will have to be mounted when it is available.

epicsrv1
At this time, either epicsrv1 or epicsrv2 is the 'online' computer serving NSTX.  The 'online' hostname is epicsrv. If necessary, boot epicsrv1 in the normal Solaris fashion.

epicsrv2 

At this time, either epicsrv1 or epicsrv2 is the 'online' computer serving NSTX.  The 'online' hostname is epicsrv. If necessary, boot epicsrv2 in the normal Solaris fashion.

4.1.2 IOC - Input/Output Controllers

If necessary,  boot IOC1, and IOC2 according to the IOC Shutdown Procedure  and   the IOC Boot Procedure.  Note that the IOCs boot over the network from a file on epicsrv1. MEDM display CH03 will show the IOC's.

4.1.3 OPI - Operator Display Stations

The OPI are x-terminals which have been configured to boot from the windex machine.  The x-terminals’ NVRAM has been configured to boot from the windex host (135.35.10.42) and the keyboard type has been set to SunV.  

Power-cycling the x-terminal will restore its settings from NVRAM and boot from windex.  Once the x-terminal is booted, users should logon to epicsrv (and not epicsrv1 or epicsrv2).

4.1.4 Print Server

If necessary, have the HelpDesk to start the PPPL print servers (pri-srv.pppl.gov and prisrv2) in the normal fashion.

4.1.5 NSTX Firewall

If necessary, request the PPPL Unix Administrators to start the NSTX Firewall in the normal fashion.

4.1.5 EPICS Gateway

The Sun/solaris computer epicsgate01.pppl.gov is used as an EPICS gateway to permit EPICS Channel Access clients on the non-secure side of the NSTX Firewall.  The gateway software should automatically start when the computer is booted. 

4.1.6 LabVIEW Web-Server

The LabVIEW web server PC provides web browser access to NSTX data, provided by LabVIEW vi’s.  Use procedure NSTX-WBS6-OP-21 to start the LabVIEW web-server.

4.2 Process I/O Comm. Links

Communication link status can be viewed from an IOC console.  From IOC1's console's prompt, for example, type:

     IOC#1> dbior

Note that all IOC's don't have all types of communication links so the data presented from the report must be discerned.  The selections below describe each link,  which IOC it is connected to,  and additional diagnostics.
4.2.1 CAMAC

The EPICS CAMAC link(s) must be operational.  Reference the CAMAC Diagnostic User Guide to evaluate the status of the CAMAC links.  MEDM display CH02 will show the CAMAC link status. The CAMAC link is driven from an IOC.

4.2.2 PLC 

MEDM display CH04 will show the link status for the PLC's.
Vacuum PLC 

The Allen-Bradley 5/40E PLC used for the Vacuum System is connected to IOC2 through the 1st of 2 data ports on the AB 6008-SV2 VME scanner module.

RF PLC 

The GE Series Six PLC used for the RF System (HHFW and ECH) is connected to IOC1 through the 3rd of 4 Serial (RS-232) ports on the MVME-335 module.  To view summary status of this communication link,  type 'report_modicon' (no quotes) from the IOC#1> prompt.  The RF PLC is designated as 'Line 2 Crate 9'.  Detailed communication status can be shown by typing 'printmodstats 2,9'.

Water System PLC

The Modicon Model 780/984 PLC used for the Water Systems is connected to IOC1 through the 1st  of 4 Serial (RS-232) ports on the MVME-335 module.  To view summary status of this communication link,  type 'report_modicon' (no quotes) from the IOC#1> prompt.  The WS PLC is designated as 'Line 0 Crate 1'.  Detailed communication status can be shown by typing 'printmodstats 0,1'.

4.3  NSTX-Specific Host Software

4.3.1  windex

No NSTX-specific startup procedures.

4.3.2  epicsrv

This section describes the steps necessary to prepare epicsrv to support NSTX operations.  Note epicsrv is an alias to either epicsrv1 or epicsrv2. Only one of these two computers are used to support NSTX Operations.

1) If necessary,  reboot the epicsrv computer.

2) All online IOC’s must be running before proceeding. 

3) On epicsr1,  login as ‘cicopr’ and run ‘startmedm’.  

4) Navigate to display CH01

5) Use OP-014 to start a CICOPR CDE session.  From CH01 find the area entitled ‘Operations Startup’.

Use the script controller to select (and run) the following scripts in the order shown below. Each script should post a message that it completed normally. 

· Stop/Start evtMgr Task

· Start Clock Event Tasks

· Start Acquisition Tasks 

· Start HHFW Tasks

6) From CH01 locate the script controller ‘Main Alarm Handler'. Use the script controller to select (and run) the following script:

· Start Top-Level Alarm Handler

7) This step may be run from a separate cicopr CDE desktop called 'Archivers'. Run startmedm as required.  From CH01 find the area entitled ‘Operations Startup’.

Use the script controller to select (and run) the following scripts shown below. Each script should post a message that it completed normally. 

· Start SaveSet/Reboot Files

· Stop/Start Historical Trending 

8) From CH01 find the area entitled ‘Critical Task Monitoring'. Use the script controller to select the script entitled ‘Run Critical Task Check’. The script should post a message that it completed normally. 

9)  From the 'Critical Task Monitoring' section, ,  use the script controller to select the script entitled ‘Run Archiver Check’. The script should post a message that it completed normally. 

10)  From the 'Critical Task Monitoring' section, ,  use the script controller to select the script entitled ‘Channel Archiver Status. This should launch a web page with the url $HOSTNAME:4812.  This display should be carefully inspected that the write-time for the archiver disk file is no more than five minutes old.
11)  All host software should now be running.  To verify all NSTX tasks are running type ‘% ps –Al ‘ and examine the output to verify the existence of each program listed in the table below. Note the program name in the listing will be truncated to eight characters.

	Task Name
	Function

	grandpa
	A program used by IPCS. Note: This is automatically started at boot time.  It can be restarted from CH01 using the 'Initialize CI&C Service' script.

	netmailer
	Same as above.

	iocLogServer
	A program used by EPICS to permit IOC tasks to log messages to a host disk file. 

	evtmgr
	A layer on top of IPCS to permit various programs to send and receive 'events'.

	ck_evtClk
	Monitors the clock system and declares 'events' to the event manager.

	ck_ipcsSOC
	Monitors the clock and sends an IPCS message to KEES at SOC that contains the event times for the upcoming shot.

	cm_Xacq908
	Read CAMAC digitizers and send data to kees1/epics_temp.  The X pertains to the instance (A,B,C etc..) of the program.  There is typically one per CAMAC link.

	cm_parm
	Post-shot Parameter Acquisition task used to send selected data to kees1/epics_temp.

	alh
	The Alarm Handler

	ss_arch
	A program to retain the operator's latest settings and to be used to reload them into the IOC following a reboot (there can be multiple copies of this program).

	ArchiveEngine
	A program to periodically record process values for historical trending. 

	fw_tuner
	A program to accept optimum stub and stretcher tuner positions as calculated on the Physics Computing system (kees). For the HHFW system.


4.4  NSTX-Specific IOC Software

4.4 1  IOC1

This section describes the steps necessary to prepare IOC1 to support NSTX operations.

1) If necessary,  reboot the IOC1 computer. 

2) To verify all NSTX tasks are running  type ‘i’ from the IOC#2> console prompt and examine the output to verify the existence of each program listed in the table. Note the program name in the listing may be truncated.

	Task Name
	Function

	camErrMon
	used with the CAMAC driver

	ck_control
	Facility Clock control

	fw_plcio
	HHFW Tuning element control

	gs_di910ctl
	Gas Injection Function Generator waveform load for Diagnostic gas injection.

	lamMonitor
	used with the CAMAC driver

	MODBUS Ch0
	Water System PLC task(modbus driver):

	MODBUS Ch2
	RF PLC task(modbus driver):

	pc_acp
	FCPC ACP Panel interface (3421 module)

	tc_therm
	Thermocouple scanning program

	ch_lc8201
	Used for testing CAMAC links.


3) casr 4 displays detailed information about the IOC's Channel Access connections.

4.4.2  IOC2

This section describes the steps necessary to prepare IOC2 to support NSTX operations.

1)  If necessary,  reboot the IOC2 computer.

2)  To verify all NSTX tasks are running  type ‘i’ from the IOC#2> console prompt and examine the output to verify the existence of each program listed in the table. Note the program name in the listing may be truncated.

	Task Name
	Function

	abDone00
	Allen Bradley Scanner driver

	abScan00
	Allen Bradley Scanner driver 

	camErrMon
	used with the CAMAC driver

	lamMonitor
	used with the CAMAC driver

	vm_plc31_AB
	Vacuum System PLC task used with AB driver


4.4 3  IOC3

This section describes the steps necessary to prepare IOC3 to support NSTX operations.

1) If necessary,  reboot the IOC3 computer. 

2) To verify all NSTX tasks are running  type ‘i’ from the IOC#3> console prompt and examine the output to verify the existence of each program listed in the table. Note the program name in the listing may be truncated.

	Task Name
	Function

	camErrMon
	used with the CAMAC driver

	lamMonitor
	used with the CAMAC driver

	ch_lc8201
	Used for testing CAMAC links.


4.5 Other Procedures

4.5.1  Setup The Facility Clock

Reference the Facility Clock User Guide to configure and run the clock system. Note that the clock will auto-load using the most recent settings, from the reboot/restore file.

4.5.2  Setup Data Acquisition

Reference the Data Acquisition User Guide to configure data acquisition.  There is no need to configure anything following a normal reboot.

Figure 1 - Sample I/O Report

IOC#2 >dbior
Driver: drvCamac

******* Start CAMAC I/O Report for Serial Highway Driver drvCamac_ht2992 *******

No CAMAC Hardware Found

********** End CAMAC I/O Report **********

Driver: drvAb
AB-6008SV link: 0 osw 002c vme: 0xf0c00000
Mailbox lock timeouts 0
Command timeouts 0
Command Failure 0
Interrupts per second 47
Block Transfers per second 23
Adapter 1 ONLINE 2 slot addressing
CARD 0: BT Scanning abDcm
Driver: drvModicon
Modbus Driver:
value = 0 = 0x0
IOC#2 >
