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1.0 Introduction
This procedure provides a description of how to check and verify that the CI&C computer system and the EPICS software is in a state that can support NSTX operations. This procedure presumes that CI&C System has been started per reference 1, and that the epicsrv computer's console is running the CDE desktop environment, under the cicopr account, per reference 2.  A Data Sheet is included to record the test results.

Specific tests for NSTX Physics Computing and the NSTX Ethernet Data Networks are not described in this procedure.

2.0 References 

a) NSTX-WBS6-OP-008, NSTX Engineering Computers Startup

b) NSTX-WBS6-OP-014, CI&C Operator's Console Setup

3.0 Procedure

The sections below can be used to evaluate the readiness of the Engineering Computing system.  The checks include:

· CI&C Alarm Handler

· Critical Programs

· Save Set Archiver Programs

· Channel Archiver Program

· IOC's

· CAMAC Links

· PLC Communication Links 

· Central Clock System

· NB Clock System

· Digitizer Data Acquisition

· NB Conditioning Data Acquisition

· IPCS

· Event Manager

· kees computer NFS Disk Mount

· Log File

· Printing Services

3.1 Using the epicsrv Console

Normally, the epicsrv console is used as the main CI&C Operator console. Solaris CDE permits an organized method to manage several operator display functions.  A description of each CDE session is described below.

CI&C Operations

This session shows medm display CH01 and the CI&C Top-Level Alarm Handler.  CH01 is used to launch and check critical programs, as well as launch other medm displays as needed.  The Alarm Handler monitors the status of most programs and systems that are needed for NSTX Computer Operations.

Archivers

This session runs three instances of the Save Set Archiver.  There is one instance for each online IOC.  The Save Set Archiver writes the latest operator settings to a disk file. A file is read by the IOC at boot time to restore the most recent operator settings.

This session also runs the Channel Archiver.  The Channel Archiver records Historical Trend data.  There should be only one instance of the Channel Archiver running.

Logger

This session is dedicated to displaying the CI&C Information Log file, /eprun/log/cicinfo.log   .  

General Purpose

This session is not used for any specific function.

3.2 CI&C Alarm Handler

The CI&C Alarm Handler (ALH) can be observed on the CI&C Operations CDE session (usually in the upper-right corner).  If the OPS Alarm box is cyan, then there are no alarms on the system.  ALH is the most important system-readiness tool.  

If it is blinking red or white, double click on the OPS text to launch the main ALH window and acknowledge any outstanding alarms. Reference the ALH User Guide for more help. 

3.3 Critical Programs

Check for Critical programs that run on epicsrv1 using medm display CH01, which can be found on the CI&C Operations CDE session.  In the lower-right box entitled 'Critical Task Monitoring'.  Use the medm Scipt-launch button to run the selection entitled 'Run Critical task Check'.  The results of the check will be displayed.  

If a critical program is not running, use the medm Scipt-launch button in the lower-left box entitled 'Operations Startup' to launch the missing program.  Re-running already-running programs in the 'Operations Startup' should not create a problem.  That is, they are killed, then restarted by the script.

3.4 Archiver Programs

Check for Save Set Archiver programs that run on epicsrv using medm display CH01, which can be found on the CI&C Operations CDE session.  In the lower-right box entitled 'Critical Task Monitoring'.  Use the medm Scipt-launch button to run the selection entitled 'SaveSet Archiver Check'.  The results of the check will be displayed.  This script will check for the proper number of ss_arch programs, and the presence of the Channel Archiver program ArchiveEngine.

3.4.1 Save Set Archiver

If there is a problem, kill all instances of ss_arch on epicsrv.  Then in the Archivers CDE session, launch a medm display CH01 and use the use the medm Scipt-launch button in the lower-left box entitled 'Operations Startup' to launch the SaveSet/Reboot Files. medm may be exited after the three Save Set Archiver programs are started.

In addition to the script which checks for the tasks, use the CDE session Archivers to observe the 'Last Update' entry on each of the Save Set Archiver windows.  It should show today's date and a somewhat recent time entry. Note that an update is only done when an operator changes a value of a record in the save_set archiver's list. 

3.4.2 Channel Archiver

The Channel Archiver records historical trend data. The program ArchiveEngine acquires the data and saves it into daily files.  It also runs a web server that is used to monitor the archiving and stop the archiving if desired.

To determine the state of the Channel Archiver, use medm display CH01, from the Archiver CDE session.  In the lower-right box entitled 'Critical Task Monitoring'.  Use the medm Scipt-launch button to run the selection entitled 'Channel Archiver Status'.  This will launch Netscape to the URL http://epicsrv:4812  . This web display shows the last disk-write timestamp.  The timestamp should be no older than five minutes.  If the ArchiveEngine is not running, the status page will not appear (and a Netscape corporation web page will appear).

If the ArchiveEngine is not running, use the medm Scipt-launch button in the lower-left box entitled 'Operations Startup' to launch the script 'Stop/Start Historical Trending'.  

3.5 kees NFS Disk Mount

The digitizer data that is read from the EPICS CAMAC crates is written to a disk on the kees computer after each NSTX and, optionally, after each NB Conditioning shot.  

Check that the directory is available to epicsrv.

· Open an x-terminal window.

· Type epicsrv% cd /kees1
· Type epicsrv% ls
You should should see some directories, like engineering_shr_temp, and epics_temp.  If no directories appear:

· Follow the instructions in Appendix A, and repeat the previous ‘ls’ step.

· If that does not fix the problem, it may be a problem with NFS or the VMS cluster. Contact the NSTX Physics Computing administrator.

3.6 IPCS Status

IPCS is critical to permit messages to be sent back and forth between the NSTX Engineering and NSTX Physics computer systems.  There is no test for the IPCS other than running a NSTX shot and inspecting the CI&C Information Log file.  If IPCS is not working, CRITICAL messages will appear in the log file.

IPCS can be started using medm display CH01.  There may also need to be tasks started on the NSTX Physics computer, kees.  Contact the NSTX Physics Computing administrator.

3.7 CI&C Information Log file

Use the Logger CDE session to observe the daily CI&C Information Log file.  There should be no CRITICAL message types,  only Advisory.

· Poke the term session to activate the window, and type Cntrl-C to break any existing tail command.

· Type  epicsrv1% log
· This will begin scrolling the current log file /nstx/log/cicinfo.log.
Note that there are seven log files in the /nstx/log directory.  Each is named cicinfo.log.#,  where #=0 is the previous day's log, #=1 is two days ago and so on.

3.8 NB Conditioning Data Acquisition

If NB Conditioning Data is to be automatically sent to the Physics Computer's MDSplus system,  then use medm display CM05 to verify the NB Conditioning Switch is in the ON position.

3.9 IOC Status

Use medm display CH03 to verify that all IOC's are operating normally.

3.10 CAMAC Link Status

Use medm display CH02 to verify that all CAMAC links are operating normally.

3.11 PLC Communications Status

Use medm display CH04 to verify that all PLC communication links are operating normally.

3.12 Central Clock System

There is no method to test the Clock system.  

Some options are:

· Request the COE to run a Test Clock Shot Cycle, and inspect the CI&C Information Log file.
· After the shot, use medm display CK22 to verify the event timing.
· Using medm display CK02, poke the CLR button, then the Load CAMAC button.  Observe the message at the bottom of the display indicating that the hardware was loaded successfully.
3.13 NB Clock System

Use medm display CK08 to observe the NB Clock Cycle is continuously counting.

3.14 Digitizer Data Acquisition

Use medm displays CM05 and CM06 to observe the status of data acquisition.

3.15 Printing

There is no method to test the viability of print services, other than printing from a computer or x-terminal.

System-Readiness Checklist

Date: ______________________

Performed By: ______________________

	Section
	System Check
	Pass/Fail/Comment

	3.2
	Alarm Handler
	

	3.3
	Critical Tasks
	

	3.4.1
	Save Set Archiver
	

	3.4.2
	Channel Archiver
	

	3.5
	kees NFS Mount
	

	3.6
	IPCS
	

	3.7
	Log File
	

	3.8
	NB Conditioning Data
	

	3.9
	IOC Status
	

	3.10
	CAMAC Link Status
	

	3.11
	PLC Link Status
	

	3.12
	Central Clock
	

	3.13
	NB Conditioning Clock
	

	3.14
	Digitizer Acquisition
	

	3.15
	Printing Services
	

	
	
	

	
	
	

	
	
	

	
	
	


NOTES:

1) Shaded area indicates a "specific test" is not defined for this system function.

APPENDIX A

Mounting the kees1 disk

1)  First make sure no one has a shell in the /kees1 directory.  For example:

(as root):

# /usr/local/bin/lsof | grep nstx0
this showed:

csh   1921  cicopr  cwd   VDIR  32,8  512 305 /kees1

# kill -9 1921
2)  Then, mount the /kees1 disk.


 (as root):
epicsrv% umount /nstx0
epicsrv% mountall

