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1.0 Introduction
This guide will describe the normal operations activities used at NSTX with the EPICS Channel Archiver. The EPICS Channel Archiver (CAR) is used at NSTX to create and manage EPICS historical trend data for NSTX. The archiver can be configured to collect and store the data using a variety of methods.  For NSTX, the basic premise is to sample the PVs once per minute; That data is stored into MDSplus in ‘daily’ shot trees.

Building the CAR from source, and configuring the archiver for NSTX data points, and viewing the data using various methods are described in separate documents.
This document was written using the following software:

· Red Hat Enterprise Linux, WS-3 Update 3 (2.4.21… kernel).

· EPICS Base 3.14.6 

· archiver.tgz, a 09/30/2004 snapshot of the Channel Archiver (Version 2 on Linux). 

2.0 References 

1) Installation and User Guide for the EPICS ArchiveViewer, NSTX-WBS6-DV-018.
2) Installing the EPICS ArchiverViewer, NSTX-WBS6-DV-018.
3) Channel Archiver Manual, R3.14.4 version, Sept. 30, 2004 (see EPICS Home Page for link, or try here http://ics-web1.sns.ornl.gov/~kasemir/archiver/ ). 

4) NSTX-WBS6-UG-xx, How to use StripTool to View Current Trend and Historical Trend Data.
5) Configuring the EPICS Channel Archiver to Acquire Historical Trend Data at NSTX, NSTX-WBS6-OP-30. 
6) EPICS Channel Archiver Operations Guide, NSTX-WBS6-OP-26.

3.0 Environment
The Archiver is currently running on computer epicsgate02.  This may move to epicsgate01 in the future.  All operations should be done as user epics.  This needs to be corrected, as operations are normally managed using a cicopr account.

Define EPICS environment using the script ~epics/cshrc.epics:

c-shell script for setting up the EPICS environment:

setenv EPICS_BASE /epbld/base

setenv EPICS_HOST_ARCH `$EPICS_BASE/startup/EpicsHostArch`

setenv EPICS_CA_ADDR_LIST       "198.35.15.132 198.35.15.217"

setenv EPICS_CA_AUTO_ADDR_LIST  NO

setenv PATH  ".:/usr/bin:/usr/sbin:/usr/local/bin:/etc:/opt:${PATH}"

setenv PATH  "$EPICS_EXTENSIONS/bin/${EPICS_HOST_ARCH}:${PATH}"

setenv PATH  "$EPICS_BASE/tools:$EPICS_BASE/bin/${EPICS_HOST_ARCH}:${PATH}"

setenv X11_LIB /usr/lib

setenv X11_INC /usr/include

4.0 Alarm Handler Alarms

The NSTX Main Alarm Handler (see NSTX-WBS6-OP-26) will go into alarm if it detects a problem with the Archiver.  A cron script runs every 10 minutes that checks for the presence of unix processes used for the archiver. This is done using the script /eprun/nstx_archiving/ArchiverHealthCheck . This is listed in Appendix B.
5.0 Automated Operations

· ArchiverHealthCheck script runs every 10 minutes (cron job, user epics).

· Index Tool: The master_index_file is rebuilt every 10 minutes (specified in daemon config).

· The Archive Engines are restarted every midnight (specified in daemon config)(to create daily data files).

· rc.d directories run StartCAR and StopCAR scripts at bootup/shutdown times.
· future: Daily log file skimming (keep recent 3 months worth) in the /eprun/nstx_archiving/conf directory.

· cron (user epics) rotates log file for ArchiverHealthCheck_Log. Keeps one weeks worth of log files.

6.0 Web Page Interfaces
The archiver has a built-in web server that can be used to perform operations, such as starting/stopping engines and daemons, and adding temporary PV names to the engine.  These are explained below.  The web pages are shown in Appendix A.
Status Check for Archiving

· To Check the status of the daemon and the engines, use a web browser at  http://epicsgate02.pppl.gov:4610 .

· This webpage is shown in Appendix A.

· There are also LOG files for the engines and daemons.  These can be found at /eprun/nstx_archiving and /eprun/nstx_archiving/conf and /eprun/nstx_archiving/conf4814.

Starting the Archiving
In directory /eprun/nstx_archiving is a c-shell script StartCAR.  StartCAR starts a preconfigured Archive Daemon. 

· This script is shown in Appendix B.

· This script should normally be automatically executed at system boot (in /etc/rc.d/rc5.d) as described in the next section.

· A log file /eprun/nstx_archiving/epicsCAR.log will have an entry whenever the StartCAR script is run.

· See Appendix B for more information about the Linux boot(shutdown) process.

· Note: a file /conf/archive_active.lck is created by each archive engine at start time and is removed when the engine is stopped in the normal fashion.  If you try to start the engine when this file is present, it will not start and the file must be manually deleted, then start the archive engine. The Engine statuus webpage and daemon status webpage will indicate that the engine is not running.

Stopping the Archiving
The archiver should be stopped in a structured fashion prior to shutting down the computer.

· Manual Shutdown: The best way is to use a web browser at http://epicsgate02.pppl.gov:4610/postal.  This will stop all engines and then the daemon.

· This webpage is shown in Appendix A.

· Runtime control scripts have been made that are normally automatically executed at system reboot (in /etc/rc.d/rc6.d) or system shutdown (in /etc/rc.d/rc6.d). Scripts listed in Appendix B.

· In directory /eprun/nstx_archiving is a c-shell script StopCAR.  

· This is shown in Appendix B.

· StopCAR will shutdown the Archive Engines and Daemon in an orderly fashion.

· A log file /eprun/nstx_archiving/epicsCAR.log will have an entry whenever the StopCAR script is run.

· StopCAR calls a Python script, stopDaemon.py.  This script is shown in Appendix B. 

· Python is normally installed with the RHEL distribution.

Adding a Temporary PV

An EPICS PV can be temporarily added to the Archiving using the web page interface.  This record name does not get added to the XML configuration files so if the Archiver is restarted, the PV will no longer be archived.

Note that the archiver is configured to shutdown and restart every midnight, so PV’s added in this way only last until midnight.  If you (also) edit the engine’s configuration file (see NSTX-WBS6-AD-23) with the temporary PV name. Then, the next archiver restart will bring that PV in (permanently, or until un-editing the engine’s configuration file).

· Access the configuration page for the main archiver at: http://epicsgate02.pppl.gov:4813/config .  

· Access the configuration page for the NSTX Shutters archiver at: http://epicsgate02.pppl.gov:4814/config .  

Fill in any existing group, add the desired PV name, and the period (normally 60 seconds).

A confirmation page will be added and you should see the new PV in the Groups listing.

I don’t know how to remove the temporary channel.

7.0 Logs

There are LOG files for the health check, engines and daemons.  These can be found at /eprun/nstx_archiving and /eprun/nstx_archiving/conf and /eprun/nstx_archiving/conf4814. Some of these are rotated daily, and one week’s worth kept on the disk via a crontab entry to the script ArchLogMgr.  Others have to be manually managed/deleted. 

There is also a CRON log at /var/log.  You must be root to see this log.

8.0 Maintenance
With limited disk space, files will need to be periodically deleted. These include data files and log files.  This is currently a manual process. Before deleting the files, the archiver daemon and engines should be completely shutdown (web page with /postal option). The Archiver Manual has more info about data management.
From the manual:

Conclusion 1: Ignore the names of the data files, they don’t tell you anything

of use about the time range of samples inside.

Conclusion 2: A data file is nearly useless without the accompanying index

file, so you should not separate them.

Conclusion 3: Do not delete individual data files, because this will break the

links between data files and result lost samples. Do not remove the index file.

All the data files that were created in one directory together with an index file

need to stay together. You can move the index and all data files into a different

directory, but you must not remove or rename any single data file.

Data Files

Data files are located at /eprun/nstx_archiving/conf and /conf4814 .  In each configuration directory there is a directory for each year (e.g. 2005), and within each year there is a directory for each day (e.g. 11_14).  
· Stop the daemon and engines.

· Delete files for an entire year, or go into the year folder and delete by ‘months’ (e.g. rm –Rf 11_*). Repeat for each conf directory (sub archive).
· Edit the file /conf/indexconfig.xml to eliminate the dates which were deleted from each sub-archive (conf) directory. 
· There will be three lines to delete for each day, for each sub-archive directory.

· First line is <archive>
· Second line is <index>…date…<\index>for the specific day.

· 3rd line is <\archive>
· Be sure to keep the final line in the file </indexconfig>.

· Remove the master_index file.  It will be rebuilt when the daemon starts.

· Start the Archive Daemon and engines (i.e. source StartCAR).

· The master_index file will rebuild and be smaller because it has data for only the dates in the indexconfig.xml file.

· The ArchiveIndexTool.log file will show the dates used in the new master_index file.

From the manual:

· Whenever you add or remove a sub-archive, the master index in the daemon

directory could be obsolete: It might still list data in a sub-archive that you
removed, or it might not yet include the new sub-archive. Another szenario:

you suspect that the master index is broken, because you can retrieve data

from the individual sub-archive but not via the master index. The recipe:

· • Stop the daemon

· • Check, maybe rebuild indexconfig.xml, either manually or by using the

helper script make indexconfig.pl (see section 6.3.1).

· • Start the daemon, which causes it to invoke the ArchiveIndexTool.

Log Files

There are several log files:
· A daily log file for each archive engine.  These are located at /eprun/nstx_archiving/conf and /conf4814 and have the name format YYYY_MM_DD-hh_mm_ss.log.  Old logs should be deleted. This should get automated … Perl script someday.
· A log file for the StartCAR and StopCAR scripts.  This is located at /eprun/nstx_archiving and the filename is epicsCAR.log .  This is a small file which shouldn’t require maintenance.

· A log file for the Archive Daemon.  This is located at /eprun/nstx_archiving and the filename is ArchiveDaemon.log .  This file is rewritten every time the daemon starts, so no maintenance is required.
· A log file for the Archive Indexing Tool.  This is located at /eprun/nstx_archiving and the filename is ArchiveIndexTool.log .  This file is rewritten every time the daemon starts, so no maintenance is required.
· A log file for the Archiver’s Health Check.  This is located at /eprun/nstx_archiving and the filename is ArchiverHealthCheck_Log.  This is written each the check runs, nominally every 10 minutes from CRON (user epics). A cron job rotates the log file on a daily basis via a user epics crontab entry. A week’s worth is kept. 
9.0 Archiving to MDSplus
See the referenced document.
Appendix A – Copies of baseline web pages and files.

Archive Daemon Status web page
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Archive Daemon STOP (postal) web page
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Main Archive Engine Status Web Page
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Main Archive Engine Groups Web Page
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Main Archive Engine Configuration Web Page
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Temporary Channel Added - Confirmation
Appendix B – Scripts to start and stop the Archive Daemon and Engines
Archive Daemon StartCAR script
[epics@epicsgate02 nstx_archiving]$ cat StartCAR

#!/bin/csh

# This tasks is usually executed at boot time via rc5.d/S99epicsCAR

#

# Rev 00 20OCT2004  P. Sichta

# Rev 01 04MAR2005 PS  Added cshrc.epics line

source /home/epics/cshrc.epics

setenv ARCHIVE_DIR /eprun/nstx_archiving

cd $ARCHIVE_DIR

echo '+++++++++++++++++++++++' >> $ARCHIVE_DIR/epicsCAR.log

/bin/date >> $ARCHIVE_DIR/epicsCAR.log

# start archiver

/epbld/extensions/bin/linux-x86/ArchiveDaemon.pl -u 10 -f ArchiveDaemon.xml >> $ARCHIVE_DIR/epicsCAR.log

echo 'CAR Started' >> $ARCHIVE_DIR/epicsCAR.log

echo '+++++++++++++++++++++++' >> $ARCHIVE_DIR/epicsCAR.log

# check for daemons and engines

sleep 10

source $ARCHIVE_DIR/ArchiverHealthCheck
Archive Daemon StopCAR script

[epics@epicsgate02 nstx_archiving]$ date

Wed Nov  2 11:53:18 EST 2005

[epics@epicsgate02 nstx_archiving]$ pwd

/usr/local/EPICS/nstxR031406/nstx_archiving

[epics@epicsgate02 nstx_archiving]$ cat StopCAR

#!/bin/csh

# filename StopCAR

# script to stop the Channel Archiver.

# This task is usually executed at shutdown time via rc0.d (shutdown) or rc6.d (reboot) K01epicsCAR

#

# Rev 00 20OCT2004 PS

# Rev 01 12OCT2005 PS  Added rm lock file test

setenv ARCHIVE_DIR /eprun/nstx_archiving

cd $ARCHIVE_DIR

echo '-----------------------' >> $ARCHIVE_DIR/epicsCAR.log

/bin/date >> $ARCHIVE_DIR/epicsCAR.log

/usr/bin/python $ARCHIVE_DIR/stopDaemon.py

sleep 10

/usr/bin/python $ARCHIVE_DIR/stopEngine.py

echo 'CAR Stopped' >> $ARCHIVE_DIR/epicsCAR.log

sleep 2

# if ArchiveDaemon still there, kill process

ps -Al | grep ArchiveDaemon

if ( $? == 0 ) then

  echo 'ArchiveDaemon process found. Killing. '  >> $ARCHIVE_DIR/epicsCAR.log

  usr/bin/killall -s 9 -e ArchiveDaemon

endif

# if ArchiveEngine still there, kill process

ps -Al | grep ArchiveEngine

if ( $? == 0 ) then

  echo 'ArchiveEngine process found. Killing. '  >> $ARCHIVE_DIR/epicsCAR.log

  usr/bin/killall -s 9 -e ArchiveEngine

endif

# remove lock file, just in case it is still there

test -e $ARCHIVE_DIR/conf/archive_active.lck

if ( $? == 0 ) then

  echo 'Lock file found. Deleting file'  >> $ARCHIVE_DIR/epicsCAR.log

  /bin/rm -f $ARCHIVE_DIR/conf/archive_active.lck

endif

echo '-----------------------' >> $ARCHIVE_DIR/epicsCAR.log

Archive Daemon stopDaemon.py script

[epics@epicsgate02 nstx_archiving]$ date

Wed Nov  2 11:53:59 EST 2005

[epics@epicsgate02 nstx_archiving]$ pwd

/usr/local/EPICS/nstxR031406/nstx_archiving

[epics@epicsgate02 nstx_archiving]$ cat stopDaemon.py

#!/usr/bin/env python

# $Id: stopEngine.py,v 1.2 2004/04/01 20:49:33 kasemir Exp $

# Simple example how daemon can be stopped via python.

# - And since python can be called from a script:

#   Example how to influence the engine from scripts ;-)

# -kuk-

#

# This implementation exists thanks to Noboru from KEK

# See the stopEngine.py script in the ChannelArchiver/src/Engine directory.

# Rev 00 20OCT2004  PS

# Rev 01 16Jun2005  PS  Added stop for the engine, use localhost

# Rev 02 12Oct2005  PS  Changed to stop only Daemon, not engine

##############################

# Configure this:

#

# leave user empty if you do not use the user/passwd mechanism

#       user="engine",

import urllib, sys, re

url=urllib.urlopen ("http://localhost:4610/postal")

#url=urllib.urlopen ("http://localhost:4813/stop")

Archive Daemon stopEngine.py script
[epics@epicsgate02 nstx_archiving]$ date

Wed Nov  2 11:55:11 EST 2005

[epics@epicsgate02 nstx_archiving]$ pwd

/usr/local/EPICS/nstxR031406/nstx_archiving

[epics@epicsgate02 nstx_archiving]$ cat stopEngine.py

#!/usr/bin/env python

# $Id: stopEngine.py,v 1.2 2004/04/01 20:49:33 kasemir Exp $

# Simple example how daemon can be stopped via python.

# - And since python can be called from a script:

#   Example how to influence the engine from scripts ;-)

# -kuk-

#

# This implementation exists thanks to Noboru from KEK

# See the stopEngine.py script in the ChannelArchiver/src/Engine directory.

# Rev 00 12Oct2005  PS  Created, using stopDaemon.py as model.

##############################

# Configure this:

#

# leave user empty if you do not use the user/passwd mechanism

#       user="engine",

import urllib, sys, re

url=urllib.urlopen ("http://localhost:4813/stop")

#url=urllib.urlopen ("http://localhost:4610/postal")

StartCAR and StopCAR script Log file
/eprun/nstx_archiving :more epicsCAR.log

+++++++++++++++++++++++

Mon Oct 25 09:22:02 EDT 2004

Read ArchiveDaemon.xml. Check status via

          http://epicsgate02.pppl.gov:4610

You can also monitor the log file:

          ArchiveDaemon.log

Disassociating from terminal.

CAR Started

+++++++++++++++++++++++

-----------------------

Mon Oct 25 09:22:52 EDT 2004

CAR Stopped

-----------------------

-----------------------

Mon Oct 25 09:23:02 EDT 2004

CAR Stopped

-----------------------

+++++++++++++++++++++++

Mon Oct 25 09:24:58 EDT 2004

Read ArchiveDaemon.xml. Check status via

          http://epicsgate02.pppl.gov:4610

You can also monitor the log file:

          ArchiveDaemon.log

Disassociating from terminal.

CAR Started

+++++++++++++++++++++++
Runtime Control script epicsCAR
[epics@epicsgate02 init.d]$ cat epicsCAR

#!/bin/sh

# filename: epicsCAR

#   action: Start or Stop the EPICS Channel Archiver (V2) with a script

#           in the /eprun/nstx_archiving directory.

#    usage: invoked by rc2.d and rc5.d with implied start parameter - S99epicsCAR

#           invoked by rc0.d and rc6.d with implied stop parameter - K01epicsCAR

#           interactively - /etc/init.d/epicsCAR start

#                        or /etc/init.d/epicsCAR stop

# 20OCT04  ps  initial release

#killproc and action are keywords in the rc.d/rc script, and need to be in here.

#

# Start/stop processes required for the Channel Archiver

case "$1" in

'start')

        echo $"Starting up the EPICS Channel Archiver"

        /bin/touch /var/lock/subsys/epicsCAR    #file must be present to 'stop'

        /bin/su - epics -c "source /eprun/nstx_archiving/StartCAR"

        /bin/sleep 5

;;
'stop')

        echo $"Shutting down the EPICS Channel Archiver"

        /bin/su - epics -c "source /eprun/nstx_archiving/StopCAR"

        /bin/sleep 5

;;

*)

echo "Usage: /etc/init.d/epicsCAR{ start | stop }"

echo $"epicsCAR invalid argument"

;;

esac

Runtime Control Configuration

· The runtime control script epicsCAR is located in /etc/rc.d/init.d.
· See the script listing in this Appendix.
· For automatics execution of the script with the appropriate ‘start’ or ‘stop’ arguments, some of the runlevel control directories must have a symbolic link to this file.
· For example, as root, CD to /etc/rc.d/rc0.d
· Then create a symbolic link to the script:
· ln –s ../init.d/epicsCAR K01epicsCAR
· Repeat for other runlevels:
· rc0.d : for shutdown.
· rc2.d : For text-mode startup.  Not usually used for linux systems.
· rc5.d : For X11 GUI mode linux startup.
· rc6.d : For system reboot. Use the K01 prefix here.
Selective Listing of key directories

/etc/rc.d/init.d :ls -l *epicsCAR

-rwxrwxr-x    1 epics    staff        1345 Oct 25 08:19 epicsCAR

/etc/rc.d/init.d :cd ../rc0.d

epicsgate02.pppl.gov

/etc/rc.d/rc0.d :ls -l *epicsCAR

lrwxrwxrwx    1 root     root           18 Oct 25 08:15 K01epicsCAR -> ../init.d/epicsCAR

/etc/rc.d/rc0.d :cd ../rc2.d

epicsgate02.pppl.gov

/etc/rc.d/rc2.d :ls -l *epicsCAR

lrwxrwxrwx    1 root     root           18 Oct 25 08:15 S99epicsCAR -> ../init.d/epicsCAR

/etc/rc.d/rc2.d :cd ../rc5.d

epicsgate02.pppl.gov

/etc/rc.d/rc5.d :ls -l *epicsCAR

lrwxrwxrwx    1 root     root           18 Oct 25 08:15 S99epicsCAR -> ../init.d/epicsCAR

/etc/rc.d/rc5.d :cd ../rc6.d

epicsgate02.pppl.gov

/etc/rc.d/rc6.d :ls -l *epicsCAR

lrwxrwxrwx    1 root     root           18 Oct 25 08:17 K01epicsCAR -> ../init.d/epicsCAR

/var/lock/subsys :ls -l *epicsCAR

-rw-r--r--    1 root     root            0 Oct 25 09:24 epicsCAR

[epics@epicsgate02 nstx_archiving]$ ls –ltr

-rwxrwxr-x    1 epics    staff         650 Oct 19  2004 ArchiveDaemon.dtd

-rwxrwxr-x    1 epics    staff    10238746 Nov  2 11:51 ArchiveDaemon.log

-rwxrwxr-x    1 epics    staff         306 Oct 25  2004 ArchiveDaemon.xml

-rwxrwxr-x    1 epics    staff         215 Nov  2 11:51 ArchiveIndexTool.log

drwxrwxr-x    4 epics    staff       20480 Nov  2 00:00 conf

-rwxr-xr-x    1 epics    staff       15835 Apr  1  2005 cp_indexupdate.xml

-rw-r--r--    1 epics    staff       17535 Oct 12 11:41 epicsCAR.log

-rwxrwxr-x    1 epics    staff         300 Oct 19  2004 indexconfig.dtd

-rwxrwxr-x    1 epics    staff       26696 Nov  2 00:00 indexconfig.xml

-rwxrwxr-x    1 epics    staff       47332 Nov  2 11:51 indexupdate.xml

-rwxrwxr-x    1 epics    staff    90269908 Nov  2 11:51 master_index

-rwxrwxr-x    1 epics    staff         600 Oct 12 11:30 StartCAR

-rwxrwxr-x    1 epics    staff        1290 Oct 12 11:36 StopCAR

-rwxrwxr-x    1 epics    staff         808 Oct 12 11:34 stopDaemon.py

-rwxr-xr-x    1 epics    staff         718 Oct 12 11:35 stopEngine.py

drwxrwxr-x    2 epics    staff        4096 Oct 19  2004 xfrd_from_epicsrv

Archiver Health Check script epicsCAR
[epics@epicsgate02 nstx_archiving]$ date

Fri Nov 18 12:48:23 EST 2005

[epics@epicsgate02 nstx_archiving]$ pwd

/usr/local/EPICS/nstxR031406/nstx_archiving

[epics@epicsgate02 nstx_archiving]$ cat ArchiverHealthCheck

#!/bin/csh

#

#

#       Script ArchiverHealthCheck

#       This script is normally run by a cron job and will check

#         for a specified number of Archive Engines and Archive Daemons.

#         The proper answer will then do a Channel Access PUT to a record

#         in an IOC, which in turn is monitored by The NSTX Alarm Handler

#

#       Rev 00  31MAy2005  P. Sichta

set numDaemonsExpected = 1

set numEnginesExpected = 1

#  the single-quotes below are actually `backticks`

set numDaemons = `ps -Al | grep -c ArchiveDaemon`

set numEngines = `ps -Al | grep -c ArchiveEngine`

source /home/epics/cshrc.epics

setenv ARCHIVE_DIR /eprun/nstx_archiving

cd $ARCHIVE_DIR

if ($numDaemons == $numDaemonsExpected && $numEngines == $numEnginesExpected) then

  date >> $ARCHIVE_DIR/ArchiverHealthCheck_Log

  /epbld/base/bin/linux-x86/caput ch_ArchiverHealth1_BO 1  >> $ARCHIVE_DIR/ArchiverHealthCheck_Log

# the record above has a 700-second BO HIGH time, this test should run ebery 600 seconds.

else

  date >> $ARCHIVE_DIR/ArchiverHealthCheck_Log

  echo  "ArchiverHealthCheck failed. numDaemons=" $numDaemons "   numEngines=" $numEngines >> $ARCHIVE_DIR/ArchiverHealthCheck_Log

endif

date >> $ARCHIVE_DIR/ArchiverHealthCheck_Log

echo  "ArchiverHealthCheck passed."  >> $ARCHIVE_DIR/ArchiverHealthCheck_Log







































