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EPICS Central Alarm Response Procedure
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1.0 Introduction
This procedure’s purpose is to allow NSTX computing personnel to start, stop, and respond to NSTX computing alarms. This document provides the necessary guidance to someone somewhat familiar with ALH and this procedure.

Background

While EPICS supports running multiple instances of the EPICS tool ALH, the Alarm Handler, NSTX Central I&C typically runs one main ALH on the CI&C Operator’s (cicopr) console in the NSTX Control Room. ALH is a channel access (CA) client that monitors records from numerous CA servers (e.g an IOC). The cicopr ALH has been configured to monitor systems critical to NSTX operations, and will e-mail specified individuals when specified alarms activate.  In addition, individuals can run ALH on their office PC, for local annunciation of the alarms.

2.0 References

1) NSTX-WBS6-AD-011, Configuring the Alarm Handler.

2) Online ALH User Guide at : http://www.aps.anl.gov/epics/extensions/alh 
3) NSTX-WBS6-UG-06, Alarm Handler User Guide.
3.0 Starting the Alarm Handler
The central ALH can be started from the epicsrv console using medm display CH01.  See fig. 1.  To start ALH from CH01 locate the exclamation point symbol (on medm, this symbol denotes a system command) to the left of the text Main Alarm Handler. Poke, drag, and release over the pop-up text “Start Top-Level Alarm Handler.”  This will launch the handler, as shown on Fig. 2. Note that you must be user cicopr. Only one instance of the central ALH should be running.
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fig. 1  MEDM display CH01 used to start the Main Alarm Handler
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fig. 2  The Alarm Handler Summary window.

Double-poking on the Alarm Handler summary window will bring up figure 3, the Alarm Status Display.  Fig. 3 shows the hierarchical nature of the alarm handler.  Poking an alarm category on the left side will bring up additional subcategories, or discrete alarms on the right side.

To determine the EPICS record which is generating the alarm, first poke the alarm you are interested in. Then poke the VIEW menu and select the Group/Channel Properties Window.  The Channel Name is the EPICS record name.  The probe utility (a separate CA client) will show which IOC is serving that record.
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fig. 3 The Alarm Status window
4.0 Stopping the Alarm Handler

To stop the Alarm Handler, poke the X in the upper right corner of the Alarm Handler Summary window (fig. 2).  Poke OK on the confirmation dialog.
5.0 Description and Response to NSTX-specific Alarms
When any alarm condition arises, the Alarm Handler Summary window will rise to the top of the desktop, above all other windows.  It will flash and, optionally, beep.  To silence the beep and stop the flashing, double-poke the Alarm Handler Summary window which will bring up the Alarm Status Display, then acknowledge the alarms by poking the ‘left’ colored button for the alarmed value, or, higher up the alarm chain.  Poking the OPS top-level will acknowledge all alarms below it.

The Alarm Status window has two columns of colored blocks for each alarm or hierarchical alarm group.  Yellow indicates a MINOR alarm condition.  Red indicates a MAJOR alarm condition. White indicates an INVALID alarm condition which usually means that the IOC which serves that point has been disconnected from the ALH client.

For each alarm and alarm-group, there are two colored blocks.  The right field indicates the current alarm status.  The left field is also a control button used to acknowledge alarms.  The color of this control button indicates the highest alarm state which has not been acknowledged by the operator (cicopr).

Poke the Left block to acknowledge that alarm. Under the VIEW menu, you can bring up additional windows that show when the alarm state transitions occurred. The Current Alarm History Window shows the ten most recent alarm state transitions.  The Alarm Log File Window lists all alarm state transitions (logged only when the ALH program was running).  The timestamps can sometimes show up out of order, but by scrolling you can find recent alarms history or the timeframe you are interested in.
The beeping is usually put into the SILENCE FOREVER mode so as not to disturb others in the Control Room.  To put ALH into this mode, bring up the Alarm Status display, poke the SETUP menu, and select Silence Forever.

6.0 Masking Specified Alarms

You can mask an alarm if you know it cannot be cleared due to some extraordinary condition.  To mask an alarm point, open the Alarm Status window, drill down to the point you want to mask, then under the ACTION menu select Modify Mask Settings.  This window is shown in fig. 4.
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fig. 4  The Modify Mask Settings window
Poke the Disable button to disable it.  To enable it, poke the Enable button.  The masked condition will be indicated on the Status Display window, by a ‘D’ to the right of the alarm description. You can also mask alarm groups.
7.0 Description and Response to NSTX-specific Alarms
See Appendix A for the current conditions.
Appendix A - Description and Response to NSTX-specific Alarms
=============================================================

This is organized according to the hierarchy of the alarm handler.  Fig. 1 shows the top-level hierarchical diagram as shown on the Alarm Status window.
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fig. 1  The Alarm Status window
8.0 OPS
This is the Top-Level alarm group.

9.0 SubSystemAlarms
This group covers NSTX subsystems, such as thermocouples or vacuum.

	Alarm Title
	Description
	Response Guidance
	Contacts

	Class3 Thermocouples
	This alarm indicates that the digitized thermocouple readings from EPICS_1 CAMAC crate 33 have not been read for several minutes.  So, temperature readings are old and not being updated with current values.
	The link or CAMAC crate can be offline.  See display CH02 and CH10.

If the EPICS data acquisition is slow (perhaps many bad channels) then this might occur.  If the alarm self-clears in a few minutes, then it indicates that the digitizer data is not being read fast enough.  By using display TC12 you can increase the value of the Duration of Periodic Lockout. Be sure to log any changes to TC12.
	Sichta

	Class4 Thermocouples
	This alarm indicates that the digitized thermocouple readings from EPICS_1 CAMAC crate 32 have not been read for several minutes.
	See above.
	Sichta

	Thermocouple Rack Temperature
	If the rack temperature (room temperature in the Test Cell) is readback and has an unreasonable value, this alarm goes off.
	The software will assume about 25 degC if the rack temperature is an outrageous value. So, operations can continue with a few-degrees error which is OK.  
	Sichta

	NSTX Vacuum Alarm to Security
	This alarm indicates that the vacuum PLC detects a NSTX vacuum condition that requires 24/7 response. This alarm will alert PPPL Security via the ACAMS system (a CAMAC output to ACAMS contact monitor input).
	Check medm CH03 to see if the IOC2 is running.  If it is, ask the vacuum operator if the NSTX Vacuum PLC is running normally. Otherwise, the EPICS-to-PLC comm. link could be bad.
	Dong
Gernhardt

Sichta


10.0 IOC Status

This group covers the NSTX online IOCs. All IOCs in this group are required for NSTX operations and data acquisition. Normally, IOC9 is not required for NSTX ops. 
	Alarm Title
	Description
	Response Guidance
	Contacts

	IOC#1 Status
	This alarm indicates that the IOC is down.
	Check medm CH03 to see if the IOC is running. If not, reboot the IOC using the IOC console in the control room (Use ServSwitch KVM, to PC-100 running hyperterm) using Operations procedure NSTX-WBS6-OP-009.  IOC1 is in the control room.
	Sichta

Dong

Wertenbaker

	IOC#2 Status
	This alarm indicates that the IOC is down.
	Check medm CH03 to see if the IOC is running. If not, reboot the IOC.  Use Operations procedure NSTX-WBS6-OP-009. IOC2 is located at D-Site in the NSTX DARM.
	Sichta

Dong

Wertenbaker

	IOC#3 Status
	This alarm indicates that the IOC is down.
	Check medm CH03 to see if the IOC is running. If not, reboot the IOC.  Use Operations procedure NSTX-WBS6-OP-009. IOC3 is located at D-Site at the 138-foot level.
	Sichta
Dong

Wertenbaker

	IOC#s1 Status
	This alarm indicates that the IOC is down.
	This is a Linux IOC so it has different procedure than the VME-based IOCs. Check medm CH03 to see if the IOC is running. If not, reboot the IOC using the IOC’s Linux console in the control room. Reference Operations procedure NSTX-WBS6-OP-027.  
	Sichta


11.0 CAMAC

This group covers the NSTX CAMAC links for the EPICS systems (EPICS_1, EPICS_2, EPICS_3) and the VMS systems (Kees/Luna)

	Alarm Title
	Description
	Response Guidance
	Contacts

	EPICS_1
	This alarm indicates that one or more CAMAC crates on the EPICS_1 link are offline.
	See display CH02 and CH10. See the CAMAC link maps book to locate crates.

	Sichta

Wertenbaker

	EPICS_2
	This alarm indicates that one or more CAMAC crates on the EPICS_2 link are offline.
	See display CH02 and CH20. See the CAMAC link maps book to locate crates.

	Dong

Wertenbaker

	EPICS_3
	This alarm indicates that one or more CAMAC crates on the EPICS_3 link are offline.
	See display CH02 and CH30. See the CAMAC link maps book to locate crates.

	Dong
Wertenbaker

	DAS_O_A
	This alarm indicates that one or more CAMAC crates on the LUNA link are offline. Or if Luna is down.
	See display CH02 and system-command-launched webpage. See the CAMAC link maps book to locate crates.

	Roney
Wertenbaker

	DAS_1_B
	This alarm indicates that one or more CAMAC crates on the KEES link are offline. Or if kees is down.
	See display CH02 and system-command-launched webpage. See the CAMAC link maps book to locate crates.

	Roney
Wertenbaker

	DAS_2_C
	This alarm indicates that one or more CAMAC crates on the KEES link are offline. Or if kees is down.
	See display CH02 and system-command-launched webpage. See the CAMAC link maps book to locate crates.

	Roney

Wertenbaker


12.0 PLC Status

This group covers each PLC that EPICS communicates with.

	Alarm Title
	Description
	Response Guidance
	Contacts

	Vacuum PLC
	This alarm indicates that the vacuum PLC or the communication link with EPICS IOC2, or IOC2 stops.
	Check medm CH03 to see if the IOC2 is running.  If it is, ask the vacuum operator if the NSTX Vacuum PLC is running normally. Otherwise, the AB-6002 comm. link could be bad.

	Dong
Gernhardt

Sichta

	Vacuum PLC msgClear
	A minor, but unusual, PLC communications problem.
	Should be self-repairing.  Notify contact person.

	Dong

	Water System PLC
	This alarm indicates that the Water System PLC is not sending its ‘heartbeat’ count to EPICS.


	Check medm CH03 to see if the IOC1 is running. See WS05 to verify PLC Counter is updating.  If these are OK, ask the water system operator if the Water System PLC is running normally. Otherwise, the EPICS-to_WaterPLC RS-232 optic comm. link could be bad, or the IOC1 is down.
	Sichta

Herskowitz

Wertenbaker

	HHFW PLC
	This alarm indicates that the HHFW (RF) PLC90 is not responding normally to ‘PLC register reads’ from EPICS.


	Check medm CH03 to see if the IOC1 is running.  See FW06 to verify no PLC Alarm message is blinking.  If this is OK, ask the HHFW operator if the HHFW PLC is running normally. Otherwise, the EPICS-to-PLC90 RS-232 comm. optic links could be bad. 
	Sichta

Brunkhorst

Wertenbaker


13.0 Clock & Events
This group checks for problems with the NSTX Central Clock system, and event systems.

	Alarm Title
	Description
	Response Guidance
	Contacts

	Clock Sys 322 Read
	This alarm indicates that the IOC1 cannot readback a 322 digital input module that is in the CAMAC crate used for the clock system.
	See display CH02 and CH10 for crate status.

	Wertenbaker

Sichta

	Ck_fblLoss_BO
	This will activate when the Fire Beam Line (FBL) event has not been detected in a timely fashion.  The event normally, always, is generated each 150 seconds (NB cycle time).
	Should be self-repairing.  Notify contact person.

	Sichta

Wertenbaker

	SOC Task
	This alarm indicates that the Solaris epicsrv task ck_ipcsSOC has not sent it’s ‘heartbeat’.  
	Use CH01.  In the Operations Startup section, use the System Command (! mark) and select the option Start Clock Event Tasks.

	Sichta

Wertenbaker

	ck_evtMon_CALC
	This alarm indicates that the periodic (5 minute rep rate) event manager event nstx_eptst has not been detected.
	Use CH01.  In the Operations Startup section, use the System Command (! mark) and select the option Start Clock Event Tasks. The periodic event is logged in /eprun/log/cicinfo.log.
	Sichta

Roney

	MEMS_TEST event
	The MEMS (MDSplus Event Management System, formerly QCS) internally generates a ca_put once per five minutes, to indicate it is functioning.
	Check MEMS and nstxioc1.  See Bill Davis notes at http://w3.pppl.gov/~bdavis/swdoc/Event_Summation_System_QCS.txt   See medm displays CK25.  A cron job on nstxops generates the qcs_test2 event.
	Sichta

Davis

	RUNNSTX Monitoring
	The RUNNSTX task on kees (VMS) generates a 5-minute event “runnstx_echo”.  QCS does a ca_put in response.
	Many things in this ‘line’.  See document NSTX-WBS6-AD-006 (figure 1). Note that the events-cascade is initiated by epicsrv task ck_evtCLK. medm displays CK25
	Sichta

Roney

	CLOCKSYNC Monitoring
	The CLOCKSYNC task on kees (VMS) generates a 5-minute event “nstx_eptst”.  QCS does a ca_put in response.
	Many things in this ‘line’.  See document NSTX-WBS6-AD-006 (figure 1). Note that the events-cascade is initiated by epicsrv task ck_evtCLK. medm displays CK25
	Sichta

Roney

	
	
	
	


14.0 Data Acquisition

This group covers post-shot data acquisition on the EPICS systems and historical trending data acquisition.

	Alarm Title
	Description
	Response Guidance
	Contacts

	Acquisition 

Task A
	This alarm indicates that the Solaris epicsrv task cm_Aacq908 has not sent it’s ‘heartbeat’. This task is for CAMAC data acquisition for CAMAC link EPICS_1.  
	Check medm CM05 in the Acquisition Monitor section, for Link 1. 
To restart the acquisition use CH01.  In the Operations Startup section, use the System Command (! mark) and selct the option Start Acquisition Tasks.
	Sichta

Dong

	Acquisition 

Task B
	See above, except for cm_Bacq908 and CAMAC link EPICS_2 (TF joint).  
	Check medm CM05 in the Acquisition Monitor section, for Link 2. 
To restart the acquisition use CH01.  
	Sichta

Dong

	Acquisition 

Task C
	See above, except for cm_Cacq908 and CAMAC link EPICS_3 (NB).  
	Check medm CM05 in the Acquisition Monitor section, for Link 3. 
To restart the acquisition use CH01.  
	Sichta

Dong

	Acquisition 

Task D
	See above, except for cm_Dacq908 and CAMAC link EPICS_2 (TF joint, in local / maintenance cycle mode.  
	Check medm CM05 in the TF Joint Maintenance Mode Data Acquisition section. 
To restart the acquisition use CH01.  
	Sichta

Dong

	Bad Channel Count
	This alarm indicates that an unusually high number of CAMAC data acquisition channels were not acquired, for some reason.
	This alarm self-clears.  Display CM05 will show additional information in the Bad Channel Count section.  It may be due to a bad CAMAC link or, if a shot cycle was aborted after T(0) and then quickly restarted, or if the shot cycle is too short to allow data acquisition to complete normally. 
	Sichta

Dong

	Main Channel Archiver on epicsgate02
	This alarm indicates that there is a problem with the Channel Archiver running on computer epicsgate02.
	Reference procedure NSTX-WBS6-OPS-26. Note that this archiver is not critical to NSTX ops. This is used for ‘daily’ archiving of EPICS historical trended values to daily MDSplus trees.
	Sichta
Dong

	export file nstxepics.txt
	This alarm indicates that the script cm_expVL_Script is not running.
	Use CM05 to launch “Restore File Export Script’.
	Sichta

Dong

	NFS mounted share /nstx0
	This alarm indicates that the file nstxepics.txt is not present.
	Use CM05 to launch “Restore File Export Script’.

Check NFS mount of (kees) directory /nstx0/ENGINEERING_SHR_TEMP. 
	Sichta

Roney


15.0 PC Systems

This group covers critical PC’s.

	Alarm Title
	Description
	Response Guidance
	Contacts

	Control Room Scope Triggers MTB#1
	This alarm indicates that the LabVIEW task EDDTG1.exe on computer epicpc06 has not sent its ‘heartbeat’. 
	Use VNC to login to epicpc06 (it has no monitor or keyboard attached) as user cicopr.  If necessary quit the (hung) LabVIEW program and restart using the desktop shortcut.  Reference NSTX-WBS6-OP-24.

	Sichta

Wertenbaker

	Control Room Scope Triggers MTB#2
	This alarm indicates that the LabVIEW task EDDTG2.exe on computer epicpc06 has not sent its ‘heartbeat’. 
	Use VNC to login to epicpc06 (it has no monitor or keyboard attached) as user cicopr.  If necessary quit the (hung) LabVIEW program and restart using the desktop shortcut.  Reference NSTX-WBS6-OP-24.

	Sichta

Wertenbaker


16.0 LabVIEW Web Server

This group covers the EPICS LabVIEW web server.

	Alarm Title
	Description
	Response Guidance
	Contacts

	ch_web_CALC
	This alarm indicates that one or more of the listed LabVIEW programs on nstxpc09 have stopped running.
	Identify the alarming VI (see next alarm).  Can also   check web-served VI’s at http://nstx.pppl.gov/nstx/Controls/machine.html .

	Sichta

Dong

	All other entries
	This alarm indicates that the listed LabVIEW program has not sent its ‘heartbeat’.
	Use the Engineering ServSwitch KVM or Remote Desktop to nstxpc09 as user cicopr.  If necessary quit the (hung) LabVIEW program and restart using the shortcut in the Start ( All_Programs(Startup .  Can also shutdown, reboot, and logon as cicopr to auto-restart all LabVIEW programs. Reference NSTX-WBS6-OP-21.
	Sichta

Dong


17.0 Plasma Control

This group covers the Plasma Control System (PCS).

	Alarm Title
	Description
	Response Guidance
	Contacts

	pc_fimmAlarm_BI
	This alarm indicates that the FPDP input stream is not being received at the FIMM in the FCC (old TFTR Computer Room).
	The FPDP input should always be active, data packets at 1 Hz between shots. Any FIMM which stops will stop the whole chain. Use medm display PC62 to see individual FIMM status. 

	Lawson

Isaacs

Mastrovito

	pc_pcsVMEalarm_CALC
	This alarm indicates that the 1 second ‘heartbeat’ from the PCS to the Vacuum PLC is inactive for too long.
	The ‘gisctl’ program should be running on pcs-rt-2 continuously.  The FPDP output comm. link transmits this 1 second toggle to the FPDP output module in the test cell. Monitored by CAMAC. Check program status and restart vie procedure  TBD.
	Isaacs

Mastrovito

Lawson


18.0 Admin

This group is here to compensate for a bug in the ALH.  There should be one record for each IOC, that record must change its value once every hour (or faster).
