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This procedure applies to:

· Motorola VME board MVME177 (target)

· Sun V215 Server with SPARC CPU (host)

· Solaris 9
· Tornado 2.2.1 (vxWorks 5.5.1)

1) Do all of Tornado installation and revisions as user tornado, unless noted.  This procedure assumes the user is using the ‘csh’ shell.

2) Create the WIND_BASE directory (per EPICS convention):      

            as user root (su):

mkdir –p /usr/local/vw/tornado221

chown tornado /usr/local/vw/tornado221

chgrp staff /usr/local/vw/tornado221

exit (to return to user tornado)
3) Set the environment variables as shown below.  The may be put into tornado’s .cshrc (or other script).

setenv WIND_BASE /usr/local/vw/tornado221

setenv WIND_HOST_TYPE sun4-solaris2

setenv WIND_REGISTRY epicsrv3.pppl.gov

setenv LD_LIBRARY_PATH /usr/dt/lib:/usr/openwin/lib:${WIND_BASE}/host/${WIND_HOST_TYPE}/lib

setenv PATH "/usr/ucb:/etc:/usr/openwin/bin:${WIND_BASE}/host/${WIND_HOST_TYPE}/bin:${PATH}"

4) To install a new version of Tornado (e.g. version 1 to 2), it may be advisable to first uninstall the old version, and use a new ,differently-named-directory for the new version.
5) If you are only moving the Tornado installation (same version) to a new computer, you can tar/gzip the existing NSTX-tailored ‘tornado221’ directory from a working system, ftp the file over to the new machine, unpack and move the directory to the proper location, and rebuild in the mv177 directory, per step 12.
6) The basic instructions for loading vxWorks from the CD-ROM are included below.  If you’re interested in details, follow the standard instructions in Wind River Tornado installation book, sections 1,2, and 3.2. For the remainder of the steps (below), consult the Tornado II User’s Guide and VxWorks User’s Guide.  PPPL uses a single-seat node-locked license for Tornado.  All keys are in Appendix D.  Appendix H has hardcopy of installation prompts.  
Note that I had trouble with the licensing portion of this installation and the licensing was not successfully completed.  The license is not need to simply build vxWorks for booting the IOC’s.  The licensing is needed to run Tornado, and I’ve never needed Tornado to support NSTX.
· Insert the Tornado 2.2 CD-ROM.  Run the program INSTALL.  Follow the hardcopies in Appendix H.

· Insert the BSP for 68060 CD-ROM.  Run the program INSTALL.  Follow the hardcopies in Appendix H.

· There is a patch, which has been downloaded from Wind River’s website.  the patch file is tor221_mv177_1_2_1.zip .  Unzip this, and run the INSTALL program (from the local X console).  Follow the hardcopies in Appendix H.

7) Create the file ${WIND_BASE}/target/config/all/target.usrlist to limit access to the IOC to certain accounts. See Appendix B.

8) modify configAll.h to tailor VxWorks executable for EPICS.  See Appendix C. 
Refer to Appendix F, Parts I and II, Configuring WRS Tornado for EPICS”.  This doc is from an EPICS www page.  
9) modify config.h  to add CPU_SPEED to 60 (60 MHz). See Appendix E.
10) modify usrConfig.c to restrict rlogin accounts to the vxWorks IOC’s.  Also, install patch code to eliminate a bug that causes slow loading of the vxWorks symbol table. See Appendix A.
11) Modify file ${WIND_BASE}/target/h/netBufLib.h to permit many CA clients.  See modification details in Appendix K.  
Refer to Appendix F, Part I, Configuring WRS Tornado for EPICS”.  This doc is from an EPICS www page.  
12) Build the vxWorks kernel:

•
epicsrv3% cd $WIND_BASE/target/config/mv177 

•
epicsrv3% gmake clean 

•
epicsrv3% gmake
13) This step should be skipped since we don’t plan on using tornado.

Appendix J describes some ‘ Solaris rc.d (boot/shutdown) files’ to start Tornado services.  These services are not needed to boot the IOC or run EPICS using vxWorks.  They are needed only for running Tornado.  
14) Configure the IOC to boot from the new vxWorks build.  Appendix I shows the IOC boot parameters and loading of st.cmd for an example application, originally made (once)using makeBaseApp.pl   .  Reference the PPPL document NSTX-WBS6-OP-015, "Configure IOC Boot Parameters".
I don’t think the st.cmd file has to be there just to boot the OS.  Solaris 9 and 10 come with a wu-ftp server that does not support BROKEN CLIENTS, which the vxWorks IOCs are.  The IOC vxWorks boot process takes about 20 minutes using the stock server.  Procedure NSTX-WBS6-DV-019 “Building wu-ftp server on Solaris 9” should be used to configure and rebuild the ftp server from source, which eliminates the 20-minute timeout.

Once the IOC is booted, typing ‘i’ at the prompt and it should list a few processes, as shown below.

/export/home/cicopr :rlogin epicioc9

-> i

  NAME        ENTRY       TID    PRI   STATUS      PC       SP     ERRNO  DELAY

---------- ------------ -------- --- ---------- -------- -------- ------- -----

tExcTask   _excTask       fdc214   0 PEND          9eb8a   fdc160       0     0

tLogTask   _logTask       fd9864   0 PEND          9eb8a   fd97a8       0     0

tShell     _shell         e81030   1 READY         97792   e80c9c       0     0

tRlogind   _rlogind       e8b1c0   2 PEND          1ae08   e8ae68       0     0

tRlogOutTas_rlogOutTask   e7c064   2 READY         1ae08   e7bef4       0     0

tRlogInTask_rlogInTask    e79f78   2 READY         1ad68   e79de4       0     0

tNetTask   _netTask       eb73e8  50 READY         94bd4   eb7260       0     0

tPortmapd  _portmapd      e8904c  54 PEND          1ae08   e88e60  3d0002     0

value = 0 = 0x0

-> logout

Connection closed.

/export/home/cicopr :

Final Note:

On epicsrv3, a directory    /export/home/tornado/tornado_support  has been made.  This holds most of the files that have been modified for use at NSTX.  There is also a gzipped file of the complete tonado221 directory from epicsrv2.  The BSP web patch is also there.
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Appendix A  

modifications to usrConfig.c

/usr/local/vw/tornado202/target/config/all :date

Mon Mar 11 10:00:27 EST 2002

/usr/local/vw/tornado202/target/config/all :!c

cat usrConfig.c

/* usrConfig.c - user-defined system configuration library */

/* Copyright 1984-1998 Wind River Systems, Inc. */

#include "copyright_wrs.h"

/*

PPPL modification history

--------------------

    08MAR02  ps         added epics and tornado rlogin accounts.

                        Added 'mybsock' code portion to prevent long vxWorks.sym 

loading.

                        per Andrew Johnson tech-talk message 26JUL99

                        and wrs  TSR#116602.

*/
/*

modification history

--------------------

19f,10mar99,drm  Changing WINDMP to VXFUSION to reflect new product name.

19e,08oct98,rlp  added support for UGL and HTML.

19d,17sep98,ms   call cplusDemanglerInit if INCLUDE_CPLUS and INCLUDE_LOADER

19c,17sep98,cym  added code to calculate proper IP address for PCSIM.

19b,01sep98,drm  added code to initialize WindMP

19a,10aug98,cym  added code to inform tornado when the NT simulator is up.

18z,23apr98,yp   merged in TrueFFS support

18y,22apr98,elp  created group 1 module when standalone (fixed SPR# 20301).

18w,22apr98,hdn  added comment for tffsDrv().

18t,17apr98,nps  added support for rBuffShow.

/.... many lines skipped ............/

#ifdef  INCLUDE_NET_SYM_TBL

    sysSymTbl = symTblCreate (SYM_TBL_HASH_SIZE_LOG2, TRUE, memSysPartId);

/* following added by P. Sichta (ps) per per wrs TSR116602 ********************************* */

#include "netinet/in.h"

#include "sockLib.h"

{

    int mybsock;

    struct sockaddr_in mybsockaddr;

    mybsockaddr.sin_addr.s_addr = htonl(INADDR_ANY);

    mybsockaddr.sin_port = 0;

    mybsockaddr.sin_family = AF_INET;

    mybsock = socket(AF_INET, SOCK_STREAM, 0);

    bind (mybsock, (struct sockaddr *) &mybsockaddr, sizeof(mybsockaddr));

    close(mybsock);

}

/* end of ps insert  ****************************************************** */
    netLoadSymTbl ();                           /* fill in table from host */

#endif  /* INCLUDE_NET_SYM_TBL */

/.... many lines skipped ............/

/* initialize interactive shell */

#ifdef  INCLUDE_SHELL

#ifdef  INCLUDE_SECURITY                        /* include shell security */

    if ((sysFlags & SYSFLG_NO_SECURITY) == 0)

        {

        loginInit ();                           /* initialize login table */

        shellLoginInstall (loginPrompt, NULL);  /* install security program */

        /* add additional users here as required */

        /* this line commented out by PPPL P. Sichta loginUserAdd (LOGIN_USER_NAME, LOGIN_PASSWORD);  */

        loginUserAdd ("tornado","RyzScyceQz");

        loginUserAdd ("epics","czec9ScQe");
        }

#endif  /* INCLUDE_SECURITY */

/.... many lines skipped ............/

Patch 1: Repair slow-booting vxWorks due to Solaris tcp disconnect timeout issue.

General Patch Installation Instructions:

After installing patch, must rebuild vxWorks kernel.

1) login as tornado.  Make sure normal WIND ENV's and search paths are configured.

2) Copy original file, for backout purposes.

3) Apply patch.

4) Rebuild vxWorks kernel:

· epicsrv% cd ${WIND_BASE}/target/config/mv177 

· epicsrv% gnumake clean 

· epicsrv% gnumake 

5) Should rebuild epics_base, applications, and extensions that build against the new vxWorks kernel.

Patch 1 Information:

Problem: Repairs slow-booting vxWorks due to Solaris tcp disconnect timeout issue.
Tornado Version: 1.0.1

Solaris Version: releases after 2.5.1

Installation date: 16FEB01
From: George Vaughn <gvaughn@lanl.gov>

Date: Wed, 24 Mar 1999 10:24:45 -0700

Subject: Re: FW: slow VxWorks boot under Solaris 2.6

Message-Id: <199903241722.LAA26996@epics.aps.anl.gov>

Jeff,

Here's what it says...

Essex# /usr/sbin/ndd -set /dev/tcp tcp_time_wait_interval 5000

name is non-existent for this module

for a list of valid names, use name '?'

Essex# ndd /dev/tcp \?

?                             (read only)

tcp_close_wait_interval       (read and write)

tcp_conn_req_max_q            (read and write)

tcp_conn_req_max_q0           (read and write)

/....... many more tcp values......./

At 09:51 AM 3/24/99 -0700, Jeff Hill wrote:

>

>I overheard this interesting tidbit on the WRS mail list this morning!

>This is certainly relevant to our situation here.

>

>Jeff

>

>-----Original Message-----

>From:
the vxWorks Users Group Exploder [SMTP:vxwexplo@lbl.gov]

>Sent:
Tuesday, March 23, 1999 9:40 AM

>To:
vxworks_users@csg.lbl.gov

>Subject:
RE: Slow TCP/IP Sockets

>

>Submitted-by owner-vxwexplo-process  Tue Mar 23 08:39:32 1999

>Submitted-by: "Sowko, Nick" <Nicholas.Sowko@SVSINC.com>

>

>TSR #116602 addresses the slow boot problem on Solaris 2.6 (expecially

>noticed going from 2.5.1 to 2.6)

>

>

>TITLE: Why does Solaris 2.6 take so long to boot vxworks?

>

>AUTHOR: David Holloway

>

>                         SCOPE                   DISCOVERED ON

>

>              HOST:  Solaris 2.6 / All     Solaris 2.6

>                     -------------------     -------------------

>      ARCHITECTURE:  All     PowerPC

>                     -------------------     -------------------

>               BSP:  All     mtx603

>                     -------------------     -------------------

>PRODUCT / REVISION:  N/A     vxWorks 5.3.1

>                     -------------------     -------------------

>DESCRIPTION:

>

> It takes far too long to boot vxworks using a solaris 2.6 ftp

> server under the following conditions:

> 1. when it is rebooted in quick succession.

> 2. when symbol tables loaded via the network take too long to load.

>

>RESEARCH:

>

>The bootrom uses a local port number to download vxWorks.  VxWorks will

>attempt to use the same port number to download vxWorks.sym.  In accordance

>with TCP/IP's proper implementation, after the bootrom's transaction,

>Solaris 2.6 still has a connection in a TIME_WAIT state as vxWorks attempts

>to download vxWorks.sym.  VxWorks must then wait for Solaris 2.6 to time

>out before proceeding with its connection.  That is the cause for the delay.

>Sun Microsystems probably fixed TCP/IP in version 2.6 of Solaris.

>

>The device /dev/tcp has a "quality" modifiable by /usr/sbin/ndd called

>tcp_time_wait_interval.  Solaris 2.5.1 doesn't seem to pay attention to

>this variable, if one changes it to a larger or smaller value then

>vxWorks/vxWorks.sym still load without interruption. 

>

>RESOLUTION:

>If you do not have root access to the solaris ftp server, then

>add this to your usrConfig.c. It increments the local port number

>so that vxWorks.sym will load more quickly.

>

>/* Right before the call to netLoadSymTbl() */

>#ifdef SOLARIS26FTPD /* increment the last used port number by one. */

>

>    #include "netinet/in.h"

>    #include "sockLib.h"

>    {

>    int mybsock;

>    struct sockaddr_in mybsockaddr;

>    mybsockaddr.sin_addr.s_addr = htonl(INADDR_ANY);

>    mybsockaddr.sin_port = 0;

>    mybsockaddr.sin_family = AF_INET;

>    mybsock = socket(AF_INET, SOCK_STREAM, 0);

>    bind (mybsock, (struct sockaddr *) &mybsockaddr, sizeof(mybsockaddr));

>    close(mybsock);

>    }

>#endif /* SOLARIS26 ftp server*/

>

>Note, this would also apply when using a vxworks ftp server to boot other

>vxworks targets. 

>

>If you do have root access to the solaris ftp server then

>decrease the value of tcp_time_wait_interval using /usr/sbin/ndd

>example usage:

>/usr/sbin/ndd -set /dev/tcp tcp_time_wait_interval 5000

>

>SPR / PATCH:

>KEYWORDS: Solaris 2.6  symbol table boot INCLUDE_NET_SYM_TBL


Appendix B:

create file target.usrlist

Create the file ${WIND_BASE}/target/config/all/target.usrlist to limit access to the IOC to certain accounts.

/usr/local/vw/tornado221/target/config/all :more  target.usrlist

tornado

/usr/local/vw/tornado221/target/config/all :cat target.usrlist.README

On July 11, 2002 the target.usrlist file could not have

any comments, only the accounts names.  This applies to tornado 2.0.2 and above.  Errors will be seen on bootup when tornado_init start is run if comments are in the file.

Appendix C:  Changes to configAll.h

epicsrv1% /usr/local/vw/tornado202/target/config/all

epicsrv1% more configAll.h

/* configAll.h - default configuration header */

/* Copyright 1984-1996 Wind River Systems, Inc. */

/*  PPPL MODIFICATION HISTORY */

/*  REV 01  08MAR02  P. Sichta

        Changed SHELL_STACK_SIZE in MC680X0 secton from 10000 to 20000

        CHANGED NUM_FILES FROM 50 TO 200 TO ALLOW MORE CHANNEL ACCESS CLIENTS.

        Set NFS_USER_ID and NFS_GROUP_ID

        Moved from EXCLUDED section to INCLUDED section:

                INCLUDE_CONFIGURATION_5_2

                INCLUDE_NFS

                INCLUDE_PING

                INCLUDE_RLOGIN

                INCLUDE_RPC

                INCLUDE_SECURITY

                INCLUDE_POSIX_ALL

                INCLUDE_SYM_TBL_SYNC

*/

/*

modification history

--------------------

07q,27oct00,spm  fixed DHCP startup update and mod history entry

07p,23oct00,niq  updated DHCP startup for latest version (from tor3_x branch)

07o,19mar99,dat  removed old driver support SPR 25877

07n,10mar99,drm  changing WINDMP to VXFUSION to reflect new product name.

07m,23feb99,sn   corrected comment for INCLUDE_CPLUS_STL

                 removed INCLUDE_CPLUS_BOOCH and INCLUDE_CPLUS_HEAP since

                 they're no-ops.

07l,04feb99,jmp  added INCLUDE_TSFS_BOOT & INCLUDE_TSFS_BOOT_VIO_CONSOLE to

                 the excluded facilities list (SPR# 24466).

07k,02feb99,tm   added PCI configuration type constants (PCI_CFG_*)

07j,28jan99,dat  removed INCLUDE_JAVA_RTX, according to simon

07i,27jan99,jco  merged from graphics2_0 branch

07h,19nov98,sn   added entries for C++ macros that are excluded by default

07h,01dec98,spm  added INCLUDE_ARP for automatic linking of API (SPR #7576)

07g,27oct98,ms   made INCLUDE_CPLUS the default

/.......... many lines skipped ...................../
Appendix D  

Tornado Installation & License Keys for PPPL

(see harcopy documentation and Appendix H)

Intentional Blank Sheet

Appendix E  config.h modification

/usr/wind :more ./target/config/mv177/config.h

/* mv177/config.h - Motorola MVME177 configuration header */

/* Copyright 1984-1996 Wind River Systems, Inc. */

/*

PPPL modification history

------------------------

    30MAR98, sichta     defined CPU_SPEED 

WRS modification history

--------------------

01l,10oct96,dat  added SYS_SCSI_CONFIG

01k,04oct96,dat  merge with scsi2 and windview102, REV level 2,

/...... many lines skipped ............/

/* Miscellaneous definitions */

/* cpu_speed of 60 MHz set by PPPL/sichta on 30MAR98 */

#define CPU_SPEED       60      /* 60 MHz CPU on MVME177-014 */
Appendix F  Configure Tornado for EPICS

Part I

http://www.aps.anl.gov/epics/modules/base/tornado.php
Tornado/vxWorks Information

This page provides a repository for information about using the WRS Tornado environment and vxWorks RTOS with EPICS that doesn't really belong anywhere else on the EPICS site. If you find any other information that ought to go on this page, please let me know.

There is also a reasonably good Tornado 2.0 FAQ available on the web, mostly comprising answers to questions posted to the comp.os.vxworks news group.

Configuring vxWorks

See the document Configuring Tornado 2.0.x for EPICS for some information on how to configure your vxWorks image to be able to load and run EPICS.

Some additional points to note about the Tornado 2 configuration:

1. If you're configuring Tornado 2.2, make sure you don't include RIP unless you know you need it (very unlikely for EPICS IOCs). This has caused problems at some sites as it can eat up 100% of the CPU in a fairly high priority task.

2. The network memory buffer configuration for Tornado 2.x is significantly different to that for Tornado 1.x and earlier, because of the new network stack that is uses. The new configuration process requires that the complete number and size of these buffers be set at compile time (actually these numbers can be changed early in the BSP startup, but not afterwards); the old stack could dynamically grow the number of mbufs it used as necessary, so the initial configuration was not particularly critical, unlike with the new stack. The WRS defaults provided in Tornado 2.x are too small for most operational EPICS IOCs.

The official WRS method of configuring the network stack is described in section 4.6.3 Network Memory Pool Configuration of the vxWorks Network Programmer's Guide (that section number is from the vxWorks 5.4 edition, for the vxWorks 5.5 edition it's 4.3.3). APS and SNS have both developed their own alternatives to this fixed approach which permit the number of buffers to be selected at boot time from the vxWorks boot parameters. At APS we provide two configurations that are selected between by one of the bits in the boot flags according to the loading on that particular IOC. The actual numbers of buffers used are as follows:

	Parameter
	Value (light)
	Value (heavy)

	Data Pool clDescTbl []

	NUM_64
	125
	250

	NUM_128
	400
	400

	NUM_256
	50
	50

	NUM_512
	25
	50

	NUM_1024
	25
	25

	NUM_2048
	25
	25

	NUM_NET_MBLK
	800
	1200

	NUM_CL_BLK
	650
	800

	System Pool sysClDescTbl []

	NUM_SYS_64
	256
	1024

	NUM_SYS_128
	256
	1024

	NUM_SYS_256
	256
	512

	NUM_SYS_512
	256
	512

	NUM_SYS_MBLK
	1024
	3072

	NUM_SYS_CL_BLKS
	1024
	3072


Known Problems

· The WRS SPR#31718 "cksum: out of data message logged to console when target is proxyArp server" may affect sites that are using the Proxy ARP server to forward packets to a secondary CPU through the backplane (shared memory) network. The published workaround is to add proxyPortFwdOff(67) to the startup script of the relevent IOC, and should be safe providing you are not using DHCP or BOOTP to configure the slave IOCs on the backplane.

· If the shell on an MVME1xx IOC (68k family) ever runs continuously without ever relinquishing control to lower priority tasks for more than 1.5 seconds, you might get the error message

· interrupt:

ei0: reset

This comes from the ei ethernet driver whenever tNetTask takes longer than 1.5 seconds to process some incoming packets, and may or may not be serious - at iocInit it appears to be benign (it often occurs in dbLoadRecords with large databases), but if it occurs later there are reports that it can cause a complete hang. If you're not using an NFS filesystem I would suggest switching to this if possible as it might solve it, otherwise you can temporarily reduce the priority of the tShell task at the beginning of the startup script are restore it again afterwards as follows:

taskPrioritySet(0,60)

...

taskPrioritySet(0,1)

· It is unwise to configure Tornado 2.x to include the DNS resolver if you are running EPICS R3.13.x. If you do and your DNS server dies or doesn't contain some data that it should, Channel Access connections can take a very long time to be made and the IOC will appear to be very flaky, although nothing obviously appears to be wrong other than bad connections. This is caused by a CA task being held up waiting for a DNS reply and preventing further connections until this times out. EPICS R3.14 does not suffer from this problem however.

· When upgrading a shared-memory backplane networked system from Tornado 1.x to Tornado 2.x, you should be careful about any subnet mask given in the "inet on backplane" boot parameter setting. In Tornado 1.x the subnet mask appears to have been less critical, whereas in Tornado 2.x values that worked fine before can cause the main network to stop working (processor 0 might decide to route all packets destined for your boot host through the backplane network, which isn't very helpful when it's looking for the symbol table file or startup script). This is a standard TCP/IP network configuration issue associated with subnets, and you should talk to someone knowledgable in that area if you can't work out what the setting should be yourself.

· The error message "arpresolve: unable to allocate llinfo" may be an indication that you have something wrong with your routing tables, although there may be other causes for this message too. Tornado 2 is less forgiving of network configuration problems than earlier versions, so if you get these you should check your boot parameters (gateway inet) and any routeAdd() calls in your startup to make sure they're correct for your network configuration.

· A message from tNetTask "arptnew failed on xxxxxxxx" where xxxxxxxx is the hexadecimal representation of an IP address is similar to the previous error, indicating some kind of routing configuration problem. I received this explanation from a former WRS developer: 

· An IP packet is being transmitted, and based upon how it matches network

· interfaces' IP addresses and mask, an outgoing interface is selected, at

· which point the interface driver calls arpresolve to get a MAC address

· for that IP address, either by sending an ARP request, or by using

· a cached entry.

· At that point, if the ARP code, looking for an ARP cache entry, finds

· that this particular IP address has a specific routing entry which is

· not an ARP entry, it will return that particular error.

· Since ARP uses has a common mechanism with the IP routing table,

· there could not be a routing entry and an ARP entry for the same

· destination IP address at the same time.

· One possible reason for this is if an ICMP Redirect is received for

· a particuar IP address, which would be considered "local" if mathcing

· its address to the network interface's IP address and mask.

· mRouteShow() at the time of this error should pretty much paint the picture

in bright colour.

Part II

http://www.aps.anl.gov/asd/people/anj/torConfig.html
Configuring WRS Tornado for EPICS

If you have a virgin installation of Tornado and want to run EPICS, at least the changes listed below need to be made to your BSP configuration. To use some hardware interface boards you may need additional changes to the BSP which depend on your CPU type, but the changes given here should be sufficient to get started. <vw> is the installation directory for tornado at your site.

cd to <vw>/target/config/all
Copy the file configAll.h to configAll.h.orig and edit the original. Move down to the INCLUDED SOFTWARE FACILITIES section at about line 114.

You must add the following lines (or better, move them here from the EXCLUDED FACILITIES section at line 230):

    #define INCLUDE_CONFIGURATION_5_2 /* pre-tornado tools */

    #define INCLUDE_RPC 
    /* rpc package */ (from psichta: this is not in tornado II)
    #define INCLUDE_POSIX_ALL
    /* include all available POSIX functions */

    #define INCLUDE_CPLUS
    /* include C++ support */

    #define INCLUDE_CPLUS_IOSTREAMS /* include iostreams classes */

These lines are recommended, but not essential:

    #define INCLUDE_NFS 
    /* nfs package */

    #define INCLUDE_SECURITY
    /* shell security for network access */

    #define INCLUDE_PING
    /* ping() utility */

You should probably remove

    #define INCLUDE_FTP_SERVER
/* ftp server */

At around line 356, increase NUM_FILES to 100, or even 150 if you're likely to have many simultaneous users interacting with each IOC.

After line 380 and within the relevent #if section for your CPU family, increase the setting of SHELL_STACK_SIZE to 20000

If you're going to be using NFS for file system access, at about line 720 set suitable values for NFS_USER_ID and NFS_GROUP_ID for your site. These values can be over-ridden at boot time, but the settings here allow you to define some sensible site defaults.

If you added the INCLUDE_SECURITY line above, you'll want to change the strings defined for LOGIN_USER_NAME and LOGIN_PASSWORD (NB the password string you give should be generated from your desired password using the vxencrypt program supplied with Tornado. You can add more users and passwords in your startup scripts if you need them).

Finally go to the end of the file and delete any line there which looks like this:

    #include <configDb.h>

which would otherwise override all your hard-won settings above.

Save and quit the editor, then cd to <vw>/target/config/<your target> and rebuild vxWorks (see the vxWorks users guide if you need help on this, you may need to set some environment variables before running make).

Appendix G  

Appendix is obsolete.
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Appendix H  Tornado Installation hardcopy

(no electronic copy,  only paper)
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Appendix I  MVME177 boot configuration
...

Press any key to stop auto-boot...

 7

boot device          : ei

processor number     : 0

host name            : epicsrv2.pppl.gov

file name            : /usr/local/vw/tornado101/target/config/mv177/vxWorks

inet on ethernet (e) : 198.35.10.44:ffffff00

host inet (h)        : 198.35.10.22

gateway inet (g)     : 198.35.10.44

user (u)             : tornado

ftp password (pw)    : wind-wind

flags (f)            : 0x0

target name (tn)     : epicioc9.pppl.gov

startup script (s)   : /export/home/psichta/epics_testing/iocBoot/iocexample/st.

cmd

Attaching network interface ei0... done.

Attaching network interface lo0... done.

Loading... 533564 + 97992 + 32680

Starting at 0x1000...

Attaching network interface ei0... done.

Attaching network interface lo0... done.

Loading symbol table from epicsrv2.pppl.gov:/usr/local/vw/tornado101/target/conf

ig/mv177/vxWorks.sym ...done

 ]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]

 ]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]

 ]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]

      ]]]]]]]]]]]  ]]]]     ]]]]]]]]]]       ]]              ]]]]         (R)

 ]     ]]]]]]]]]  ]]]]]]     ]]]]]]]]       ]]               ]]]]

 ]]     ]]]]]]]  ]]]]]]]]     ]]]]]] ]     ]]                ]]]]

 ]]]     ]]]]] ]    ]]]  ]     ]]]] ]]]   ]]]]]]]]]  ]]]] ]] ]]]]  ]]   ]]]]]

 ]]]]     ]]]  ]]    ]  ]]]     ]] ]]]]] ]]]]]]   ]] ]]]]]]] ]]]] ]]   ]]]]

 ]]]]]     ]  ]]]]     ]]]]]      ]]]]]]]] ]]]]   ]] ]]]]    ]]]]]]]    ]]]]

 ]]]]]]      ]]]]]     ]]]]]]    ]  ]]]]]  ]]]]   ]] ]]]]    ]]]]]]]]    ]]]]

 ]]]]]]]    ]]]]]  ]    ]]]]]]  ]    ]]]   ]]]]   ]] ]]]]    ]]]] ]]]]    ]]]]

 ]]]]]]]]  ]]]]]  ]]]    ]]]]]]]      ]     ]]]]]]]  ]]]]    ]]]]  ]]]] ]]]]]

 ]]]]]]]]]]]]]]]]]]]]]]]]]]]]]]

 ]]]]]]]]]]]]]]]]]]]]]]]]]]]]]       Development System

 ]]]]]]]]]]]]]]]]]]]]]]]]]]]]

 ]]]]]]]]]]]]]]]]]]]]]]]]]]]       VxWorks version 5.3.1

 ]]]]]]]]]]]]]]]]]]]]]]]]]]       KERNEL: WIND version 2.5

 ]]]]]]]]]]]]]]]]]]]]]]]]]       Copyright Wind River Systems, Inc., 1984-1997

                               CPU: Motorola MVME177.  Processor #0.

                              Memory Size: 0x1000000.  BSP version 1.1/2.

                             WDB: Ready.

Executing startup script /export/home/psichta/epics_testing/iocBoot/iocexample/s

t.cmd ...

# Example vxWorks startup file

# Following must be added for many board support packages

#cd <full path to target bin directory>

#  added line below....P. Sichta 16feb01

cd "/export/home/psichta/epics_testing/iocBoot/iocexample"

value = 0 = 0x0

< cdCommands

startup = "/export/home/psichta/epics_testing/iocBoot/iocexample"

new symbol "startup" added to symbol table.

startup = 0xf8cecc: value = 16305884 = 0xf8cedc = startup + 0x10

appbin = "/export/home/psichta/epics_testing//bin/mv177"

new symbol "appbin" added to symbol table.

appbin = 0xf8ce64: value = 16305780 = 0xf8ce74 = appbin + 0x10

top = "/export/home/psichta/epics_testing"

new symbol "top" added to symbol table.

top = 0xf8ce08: value = 16305688 = 0xf8ce18 = top + 0x10

topbin = "/export/home/psichta/epics_testing/bin/mv177"

new symbol "topbin" added to symbol table.

topbin = 0xf8cdc0: value = 16305616 = 0xf8cdd0 = topbin + 0x10

template_top = "/epbld/base/templates/makeBaseApp/top"

new symbol "template_top" added to symbol table.

template_top = 0xf8cd60: value = 16305520 = 0xf8cd70 = template_top + 0x10

epics_base = "/epbld/base"

new symbol "epics_base" added to symbol table.

epics_base = 0xf8cd14: value = 16305444 = 0xf8cd24 = epics_base + 0x10

epics_basebin = "/epbld/base/bin/mv177"

new symbol "epics_basebin" added to symbol table.

epics_basebin = 0xf8ccc0: value = 16305360 = 0xf8ccd0 = epics_basebin + 0x10

#< ../nfsCommands

cd appbin

value = 0 = 0x0

ld < iocCore

value = 16308096 = 0xf8d780 = startup + 0x8b4

ld < seq

value = 16197736 = 0xf72868

ld < exampleLib

value = 16196612 = 0xf72404

cd startup

value = 0 = 0x0

dbLoadDatabase("../../dbd/exampleApp.dbd")

value = 0 = 0x0

dbLoadRecords("../../db/dbExample1.db","user=psichta")

value = 0 = 0x0

dbLoadRecords("../../db/dbExample2.db")

value = 0 = 0x0

dbLoadRecords("../../db/ch_IOC9opswatch.db")

Cannot set field DTYP to Camac

Cannot set field DTYP to Camac

Cannot set field DTYP to Camac

Cannot set field DTYP to Camac

Cannot set field DTYP to Camac

Cannot set field DTYP to DateTime

value = 0 = 0x0

iocInit

IocLogClient: EPICS environment variable "EPICS_IOC_LOG_INET" undefined

iocLogClient: logging disabled

############################################################################

###  @(#)EPICS IOC CORE built on Feb 15 2001

###  @(#)Version R3.13.2 $$Date: 1999/12/17 16:04:35 $$

############################################################################

Starting iocInit

value = 0 = 0x0

seq &snctest

@(#)SNC/SEQ Version 1.9.2.Beta12 : Thu Feb 15 14:38:01 2001

iocInit: All initialization complete

tShell 02/16/01 12:09:00: Spawning state program "snctest", task name = "snctest

"

tShell 02/16/01 12:09:00:   Task id = 14545960 = 0xddf428

value = 14545960 = 0xddf428

Done executing startup script /export/home/psichta/epics_testing/iocBoot/iocexam

ple/st.cmd

->

-> date

Feb 16, 2001 17:15:11.915931750

value = 32 = 0x20 = ' '

->  

Appendix J  Tornado Auto-Start
epicsrv2 Boot Scripts
1. Create the following files in /etc/init.d

· tornado_init 

· tornado_exe.

2. Generate the following links

cd /etc/rc0.d

ln /etc/init.d/tornado_init K30tornado_init
cd /etc/rc3.d

ln /etc/init.d/tornado_init S50tornado_init
directory listing

/etc/init.d :ls -l tornado*

   2 -rwxr--r--   1 tornado  sys          643 Mar  8 14:25 tornado_exe

   4 -rwxr--r--   3 root     sys         1379 Mar  8 14:51 tornado_init

/etc/rc0.d :ls -l K30*

-rwxr--r--   3 root     sys         1379 Mar  8 14:51 K30tornado_init

/etc/rc3.d :ls -ls  S50*

   2 -rwxr--r--   6 root     sys          572 Jan  5  2000 S50apache

   4 -rwxr--r--   3 root     sys         1379 Mar  8 14:51 S50tornado_init
tornado_exe
::::::::::::::

tornado_exe

::::::::::::::

#!/bin/sh

# filename: tornado_exe

#   action: starts tornado tasks wtxregd and tgtsvr

#    usage: called by tornado_init which has tornado user su

# Rev Log

#  08Mar02  ps  Modified to use tornado202

#  12Mar01  jd  corrected path on taget.usrlist

#   8Mar01  jd  modified for epicsrv2 directory structure

#   2Apr98  jd  initial release

#

#

# tornado wtxregd task

if [ -x /usr/local/vw/tornado202/host/sun4-solaris2/bin/wtxregd ]

 then

  /usr/local/vw/tornado202/host/sun4-solaris2/bin/wtxregd &

fi

#

# tornado tgtsvr task

if [ -x /usr/local/vw/tornado202/host/sun4-solaris2/bin/tgtsvr ]

 then  

  /usr/local/vw/tornado202/host/sun4-solaris2/bin/tgtsvr epicioc1.pppl.gov \

           -A -V -s -u /usr/local/vw/tornado202/target/config/all/target.usrlist &

fi 

tornado_init

::::::::::::::

tornado_init

::::::::::::::

#!/bin/sh

# filename: tornado_init

#   action: tornado daemon and tornado environmental variables

#    usage: invoked by rc3.d with implied start parameter - S50tornado_init

#           invoked by rc0.d with implied stop parameter - K30tornado_init

#           interactively - /etc/init.d/tornado_init start

#                        or /etc/init.d/tornado_init stop   

#  2Apr98  jd  initial release

#  8Mar01  jd  modified for epicsrv2 directory structure

#  8Mar02  ps  modified to use tornado202 directory and epicsrv1

#

killproc() {            # kill the named process(es)

        pid=`/usr/bin/ps -e |

             /usr/bin/grep $1 |

             /usr/bin/sed -e 's/^  *//' -e 's/ .*//'`

        [ "$pid" != "" ] && kill $pid

}

#

# Start/stop processes required for tornado

#

case "$1" in

'start')

      #environmental variables

      WIND_HOST_TYPE=sun4-solaris2; export WIND_HOST_TYPE

      WIND_BASE=/usr/local/vw/tornado202; export WIND_BASE

      WIND_REGISTRY=epicsrv1.pppl.gov;export WIND_REGISTRY

      PATH=/usr/bin:/usr/ucb:/etc:/usr/openwin/bin:$PATH

      PATH=/opt/netscape:${WIND_BASE}:/host/sun4-solaris2/bin:$PATH

      export PATH

      LD_LIBRARY_PATH=/usr/dt/lib:/usr/openwin/lib:/usr/local/vw/tornado202/host/sun4-solaris2/lib:$LD_LIBRARY_PATH

      export LD_LIBRARY_PATH

      #

      # tasks & daemons

      /bin/su - tornado -c /etc/init.d/tornado_exe >/dev/console

      ;;

'stop')

      killproc wtxregd

      killproc tgtsvr

;;

*)

echo "Usage: /etc/init.d/tornado_init{ start | stop }"

;;

esac

Appendix K  VxWorks Network Mods

/* netBufLib.h - network buffers header header file */

/*

        PPPL REVISION HISTORY

        REV 01 12PR2005  P. Sichta  Edited NUM_64 etc  per EPICS webpage recomendations.

*/

/* Copyright 1984 - 2003 Wind River Systems, Inc. */

/*

modification history

--------------------

01p,13jan03,rae  Merged from velocecp branch (SPR 73393)

01o,05jun02,vvv  added M_EOB flag (SPR #72213)

01n,26mar02,vvv  added M_PROXY flag (SP

…snipped …

==== first modified section ============
#ifndef NUM_NET_MBLKS

#define NUM_NET_MBLKS                   1200    /* no. mBlks to initialize */

#endif  /* NUM_NET_MBLKS */

#define MAX_MBLK_TYPES                  256     /* max number of mBlk types */

/* data clusters used by the network stack */

#ifndef NUM_64

#define NUM_64                          250     /* no. 64 byte clusters */

#endif  /* NUM_64 */

#ifndef NUM_128

#define NUM_128                         400     /* no. 128 byte clusters */

#endif  /* NUM_128 */

#ifndef NUM_256

#define NUM_256                         50      /* no. 256 byte clusters */

#endif  /* NUM_256 */

#ifndef NUM_512

#define NUM_512                         50      /* no. 512 byte clusters */

#endif  /* NUM_512 */

#ifndef NUM_1024

#define NUM_1024                        25      /* no. 1024 byte clusters */

#endif  /* NUM_1024 */

#ifndef NUM_2048

#define NUM_2048                        25      /* no. 2048 byte clusters */

#endif  /* NUM_2048 */

#ifndef NUM_CL_BLKS

#define NUM_CL_BLKS                     (NUM_64 + NUM_128 + NUM_256 +      \

                                         NUM_512 + NUM_1024 + NUM_2048)

#endif  /* NUM_CL_BLKS */

==== first modified section ============

==== second modified section ============

/* system clusters for routes, interface addresses, pcbs, sockets, etc. */

/* This is 61440 bytes and should allow us to open the default number */

/* of sockets which is 50 (NUM_FILES) */

#ifndef NUM_SYS_64

#define NUM_SYS_64                      1024    /*  64 byte system clusters */

#endif /* NUM_SYS_64 */

#ifndef NUM_SYS_128

#define NUM_SYS_128                     1024    /* 128 byte system clusters */

#endif /* NUM_SYS_128 */

#ifndef NUM_SYS_256

#define NUM_SYS_256                     512     /* 256 byte system clusters */

#endif  /* NUM_SYS_256 */

#ifndef NUM_SYS_512

#define NUM_SYS_512                     512     /* 512 byte system clusters */

#endif  /* NUM_SYS_512 */

#ifndef NUM_SYS_CL_BLKS

#define NUM_SYS_CL_BLKS                 (NUM_SYS_64  + NUM_SYS_128 + \

                                         NUM_SYS_256 + NUM_SYS_512)

#endif  /* NUM_SYS_CL_BLKS */

#ifndef NUM_SYS_MBLKS

#define NUM_SYS_MBLKS                   (2 * NUM_SYS_CL_BLKS)

#endif  /* NUM_SYS_MBLKS */

==== second modified section ============

