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1.0 Introduction

This procedure describes the steps used at NSTX to install and build EPICS Base on an Intel x86 architecture under the Linux operating system.  The target architecture is also Linux, which is useful to run a SoftIoc.  This document was written for Red Hat Enterprise Linux (RHEL); other Linux distributions can use this document as a guide.
This document was written using the following software:

· EPICS Base 3.14.6

· Red Hat Enterprise Linux, WS-3 Update 2 (2.4 kernel).

· GNU gcc/g++ 3.2.3 (loaded with RHEL). 

· GNU make 3.79.1 (loaded with RHEL).

· Perl 5.8.0 (loaded with RHEL).

2.0 References

1) EPICS Applications Developer Guide Base version 3.14.6 , Chapters 2 and 4.
2) Documentation included in EPICS Base, in <TOP>\documentation:

· README.1st
· README.html 
3.0 Install Linux
· If not already done, install Red Hat Enterprise Linux.
· During the Linux installation, make selections that target an Application Developer (develop C and C++ code, and X-windows applications)

· GNU products gcc, G++, and make and Perl should be automatically installed during the RHEL installation.  Check that they are there by typing:

· perl –version

· gmake –version

· gcc –v
· g++ -version

4.0 Building EPICS Base

· Download EPICS base 3.14.6 from the EPICS website (a tar.gz file).

· Put EPICS base in a directory of your choice, e.g. /usr/local/EPICS. 
· Unpack the compressed file:

· gzip –dc baseR3.14.6.tar.gz | tar xvf -

· This creates a directory /usr/local/EPICS/base-3.14.6.  This is the <top> directory.
· Create a C-shell script to configure three Environmental Variables.  This file could be added to your login .cshrc file.  The file should look similar to that shown below:

setenv EPICS_BASE /usr/local/EPICS/base-3.14.6
setenv EPICS_HOST_ARCH `${EPICS_BASE}/startup/EpicsHostArch`
(note the quote character in the line above is an ‘opening quote’, i.e. the one located on tilda key, not the single quote that is on the double quote’s key)

setenv PATH  "${PATH}:${EPICS_BASE}/bin/${EPICS_HOST_ARCH}"
· Run the env-setting script (source scriptname)

· Move to the <top> directory, cd $EPICS_BASE
· Type:  ‘make’    This should build EPICS base.
· Test by typing:

caget yourPVname 
(note: you may need to run sciptname again to properly set the bin/linux-x86 in your path…not sure…)  
· That should return the value of yourPVname from a working IOC on your network.  If you have no IOC, move on to the next section ‘Building an Example App’.  

5.0 Build an Example Extension

This section will help to build an example extension that is included in the base distribution.

· Download from the EPICS site the extensions file 

extensionsConfigure_20040406.tar.gz

· Unpack and install to /usr/local/EPICS.  This will create a directory ‘extensions’, which will have a Makefile and a ‘configure’ directory in it.

· Modify the C-shell script made in the previous ‘Base’ section to configure two Environmental Variables. Add the two lines shown below:

setenv EPICS_EXTENSIONS /usr/local/EPICS/extensions

setenv PATH  "${PATH}:${EPICS_EXTENSIONS}/bin/${EPICS_HOST_ARCH}"

· Run the env-setting script (source scriptname)

· Migrate to the /usr/local/EPICS/extensions/configure directory.

· Edit file RELEASE.  Edit your path for EPICS_BASE (/usr/local/EPICS/base-3.14.6).

· In the configure directory, type ‘make’.

Now the example extension will be built.

· Migrate to the extensions directory.

· Type:

makeBaseExt.pl –t example example

· This will create a src directory with a Makefile and a folder ‘example’.

· Go into the example folder.

· Type ‘make’.  This will create an application ‘caExample’ in the extensions/bin/linux-x86 directory.

· To run the application, type caExample yourPVname.  It will return the value of the specified record.  
6.0 Building an Example Application

This section will use Perl scripts included in EPICS Base to build an example application and launch a softIoc on the Linux target.  Most of this is copied from the IOC Application Developers Reference, Chapter 2.
· If not yet done, run the env setting script described in the previous section.
· Create a new directory for the EPICS application, e.g. /usr/local/EPICSAPP/testAPP.  Move into to this directory.  

· Run the two Perl scripts to create the application lin3:

1. makeBaseApp.pl -t example lin3
2. makeBaseApp.pl -i -t example lin3
· Build the application by typing: make
7.0 Running an Application on a softIoc
This section will describe how to run the task lin3, on a softIoc. The file st.cmd contains IOC commands that load the database and start the IOC running. 
· If not yet done, run the env setting script described in the previous section.

· Type the following two commands:
· cd /usr/local/EPICSAPP/testAPP/iocBoot/ioclin3
· /usr/local/EPICSAPP/testAPP/bin/linux-x86/lin3 st.cmd
· If the IOC launched you should see the prompt epics>.

· Type ‘help’ to see some IOC commands.  For example, ‘dbl’ will list the records in the IOC.  See Chapter 9 IOC Test Facilities and Chapter 18 IOC Shell of the IOC Application Developers Guide for more IOC commands.
8.0 Deploying a softIoc application to a ‘clean’ PC:

A statically-built application can be easily deployed to a target machine that knows nothing of EPICS.  These are the basic steps to deploy a statically-built application to a ‘clean’ Linux computer.
The standard build method for Linux is STATIC=NO.  This will build EPICS and applications to use a .so (shared object) file and other linked libraries.  To perform a STATIC build, edit …/base-3.14.6/configure/CONFIG.  Change #STATIC_BUILD=NO to STATIC_BUILD=YES. Base and the application must be rebuilt after the CONFIG setting has been changed.

· On the ‘building’ PC, edit the CONFIG file as described above.

· Build base.

· cd $EPICS_BASE

· make clean

· make

· Build the application.

· cd /usr/local/EPICSAPP/testAPP 

· make clean

· make

· Make a copy of the application (testAPP) folder for the target’s disk.  

· You can eliminate some of the applications directories for the target PC to make the footprint smaller.  My example app was about 2 MB. I retained only the following directories on the target disk and the application seemed to work: bin, db, dbd, and iocBoot.

· The path to the application must be the same on the building PC and the target.  Otherwise you’ll need to edit the envPaths file to use the revised (application) <TOP>.  Note that symbolic links are not ‘copied’ but are replaced with the full path on the building machine.
· A sample script is shown below to simplify starting the IOC for application lin3 whose <TOP> is /usr/local/EPICSAPP/testAPP :

REM Simplified IOC boot file by Sichta on Sep 03 2004

cd /usr/local/EPICSAPP/testAPP/iocBoot/ioclin3

/usr/local/EPICSAPP/testAPP/bin/linux-x86/lin3 st.cmd

· You should copy base-3.14.6/bin/linux-x86/caRepeater (statically-built version) from the EPICS base folder to the target.  The caRepeater task should be started (manually, or /etc/init.d method) on the target before the soft Ioc is started.  Otherwise you will get two errors about a missing caRepeater task.
9.0 Hints
· The example application will create record names beginning with the username of the builder.  This username should not contain spaces.  For example, user ‘Paul Sichta’ would create (invalid) record names having a space in them.

· To prevent the softIOC and Channel Access clients (if any of them are installed on the PC) from doing a network broadcast to search for external PV’s I usually set the following two environmental variables:
EPICS_CA_AUTO_ADDR_LIST 
NO

EPICS_CA_ADDR_LIST

IP_of_IOC#1  IP_of_IOC#2 . . . .IP_of_IOC#n 
· You can run multiple softIOC on one computer.  However, each must use a different port. Here is a sample C-shell script to start the application using a different port (port 5066.  5064 and 5065 are the standard ones.  Use 5067 for a 3rd IOC, etc…):

setenv EPICS_CA_SERVER_PORT 5066

# line below to ensure startup of caRepeater

# qqq is a non-existent PV name

caget qqq

/usr/local/EPICSAPP/testApp/bin/linux-x86/lin3 st.cmd
· If you use a non-std port, then Channel Access clients must include the server_IP:PORT in the env variable EPICS_CA_ADDR_LIST.  This is true even when broadcasts are being used to locate the PV. 
· Example:

· setenv EPICS_CA_ADDR_LIST 198.35.15.333:5066

· When running multiple IOCs be sure that identical PV names are not on  multiple IOCs. 

· If your linux computer does not have an x-based desktop, then use the vlock and screen utilities to lock and remotely access the IOC shell.

· A linux utility called vlock is useful to lock the terminal/console window of the soft ioc.  vlock locks the virtual terminal session and the locker’s password or the root password are required to unlock the ioc console terminal.  For Red Hat Linux, get the rpm below from the RH website http://www.europe.redhat.com/documentation/rhl6.2/rhl_6.2_sw_repository/rhl_6.2_cd_x86/vlock-1.3-3.i386.php3 

	Full Name:
	vlock-1.3-3.i386.rpm


Install as root:

host’s_Prompt> rpm –Uvh vlock-1.3-3.i386.rpm

To use:

From the ioc shell, type   system vlock

From the unix shell, type  vlock 
· Another linux utility called screen is useful to allow the IOC console to be virtually disconnected locally, and remotely accessed later on.  This permits the ioc console window to be viewed from a remote location, like your office.  For Red Hat Linux, get the rpm below from the RH website (must sign in to the Red Hat Network first, then search for packages)
https://www.redhat.com/software/rhn/
https://rhn.redhat.com/network/software/packages/details.pxt?pid=184736
	Full Name:
	screen-3.9.15-10.i386.rpm


Install as root:

host’s_Prompt> rpm –Uvh screen-3.9.15-10.i386.rpm
Screen has thorough user documentation online, but below are some simple usage tips, fine for our purposes.

· Start the IOC up using a unix script, as shown on the next page.  The script will start a detached screen session with the name ‘ioc’, and also start the st.cmd file (that loads databases, iocCore, etc..).

· The Linux process name of the ioc can be seen in the text of the start script (e.g. lin7).

· After the ioc boots, you will not see the iocshell.  To attach to the ioc shell, use the screen –list command.  That will list all the exisiting screen sessions.

· To attaché your terminal to the ioc shell, assuming you see the screen session called ‘ioc’:

· screen –d –r ioc

· Now you should see the ioc shell prompt, such as ‘ioc157’.

· You can use the shell now (dbpr, system, dbgrep, etc..).

· When you are through using the shell and want to logout of the ioc shell, DO NOT TYPE “exit”.  That will kill the Linux task for thesoft IOC and will crash the IOC.  

· To ‘detach’, type Ctrl-A D.  You will be back at a Linux promt.  Typing screen –list , you should see the ioc session listed.  Typing ps –Al, you should see the name of the Linux process for the ioc.

· Now you can type exit to logout of the Linux shell.  The ioc will continue to run.

· You can remotely login (e.g. ssh from another computer) to the ioc computer, login as ‘epics’ (for now, maybe tornado later).  After login, typing screen –list, and connect ot hthe ioc shell as stated above.

· It is good practice to detach from the IOC shell, using Ctrl-A D.

· A sample session is also listed below.

· Want to add scrollback capability and usage of a password, but haven’t figured that out yet.  Note that you need the password to login to the ioc computer.
IOC Startup Scripts

[epics@nstxioc1 ioclin7]$ date

Wed Feb 23 11:23:13 EST 2005

[epics@nstxioc1 ioclin7]$ pwd

/home/epics/epicApps/ioc157/iocBoot/ioclin7

[epics@nstxioc1 ioclin7]$ ls -l

total 24

-rw-r--r--    1 epics    epics         135 Feb  4 10:55 envPaths

-rwxrwxr-x    1 epics    epics          44 Feb 16 12:15 iocstart

-rw-r--r--    1 epics    epics         115 Feb  4 10:54 Makefile

-rw-r--r--    1 epics    epics         369 Feb  4 10:54 README

-rwxrwxr-x    1 epics    epics          84 Feb 17 08:07 SCRiocstart

-rw-r--r--    1 epics    epics         814 Feb 15 11:21 st.cmd

[epics@nstxioc1 ioclin7]$ more SCRiocstart
#!/bin/csh

cd /eprun/ioc157/iocBoot/ioclin7

screen -d -m -S ioc -h 1000 ./iocstart

[epics@nstxioc1 ioclin7]$ more iocstart
#!/bin/csh

../../bin/linux-x86/lin7 st.cmd

[epics@nstxioc1 ioclin7]$
********************************* 

to start the ioc, move to the boot directory and from

the Linux prompt type


source SCRiocstart
********************************* 

IOC st.cmd file

[epics@nstxioc1 ioclin7]$ cat st.cmd

#!../../bin/linux-x86/lin7

## You may have to change lin7 to something else

## everywhere it appears in this file

< envPaths

cd ${TOP}

## Register all support components

dbLoadDatabase("dbd/lin7.dbd")

lin7_registerRecordDeviceDriver(pdbbase)

## Load record instances

dbLoadRecords("db/dbExample1.db","user=epicsHost")

dbLoadRecords("db/dbExample2.db","user=epicsHost,no=1,scan=1 second")

dbLoadRecords("db/dbExample2.db","user=epicsHost,no=2,scan=2 second")

dbLoadRecords("db/dbExample2.db","user=epicsHost,no=3,scan=5 second")

dbLoadRecords("db/dbSubExample.db","user=epicsHost")

dbLoadRecords("db/ch_LValarm.db")

## Set this to see messages from mySub

#var mySubDebug 1

cd ${TOP}/iocBoot/${IOC}

iocInit()

## Start any sequence programs

#seq sncExample,"user=epicsHost"

epicsEnvSet IOCSH_PS1 "ioc157> "

[epics@nstxioc1 ioclin7]$
Usage of screen Utility

login as: epics

epics@nstxioc1.pppl.gov's password:

[epics@nstxioc1 ~]$ date

Wed Feb 23 11:19:06 EST 2005

[epics@nstxioc1 ~]$ screen -list

There is a screen on:

        25657.ioc       (Detached)

1 Socket in /home/epics/.screen.

[epics@nstxioc1 ~]$ screen -d -r ioc

*** the text below is a short history of the ioc shell ****

ch_web_GFM_BO

ch_web_MPTSshut_BO

ch_IOCn1Count_CALC

ch_web_CALC

ch_LVwebSrv_MBBOD

ch_DateTime_SI

ioc157> DB CA Link Exception: "Virtual circuit unresponsive", context "epicsgate01.pppl.gov:5064"

DB CA Link Exception: "Virtual circuit unresponsive", context "epicsgate01.pppl.gov:5064"
ioc157>

ioc157>

ioc157>

ioc157> system date

Wed Feb 23 11:20:50 EST 2005

ioc157> system "ls -ltr"

total 24

-rw-r--r--    1 epics    epics         369 Feb  4 10:54 README

-rw-r--r--    1 epics    epics         115 Feb  4 10:54 Makefile

-rw-r--r--    1 epics    epics         135 Feb  4 10:55 envPaths

-rw-r--r--    1 epics    epics         814 Feb 15 11:21 st.cmd

-rwxrwxr-x    1 epics    epics          44 Feb 16 12:15 iocstart

-rwxrwxr-x    1 epics    epics          84 Feb 17 08:07 SCRiocstart

ioc157>
*** typed in Ctrl-A D to detach from IOC shell ***
[epics@nstxioc1 ~]$ screen -d -r ioc

[detached]

[epics@nstxioc1 ~]$

