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Building EPICS Base and Gateway on Linux CentOS7
Rev 00  13AUG2018  P. Sichta 
1.0 Introduction

This procedure describes the steps used at NSTX to install and build the EPICS Gateway on Intel x86_64 architecture.

This document was written using the following software:

· CentOS7_64 (3.10 kernel)

· EPICS Base 3.14.12.7

· Gateway 2.0.6.0  (2015)

· GNU gcc/g++ 4.8.5

· GNU make 3.82 

· Perl 5.16.3

2.0 References

1) EPICS Applications Developer Guide, Chapters 2 and 4.

2) Gateway manual https://epics.anl.gov/EpicsDocumentation/ExtensionsManuals/Gateway/Gateway.html
3) RHEL6 EPICS Base build procedure http://codac.pppl.wikispaces.net/EpicsInstallationFor64bitRHEL6
4) NSTX-WBS6-DV-015, Base build for RHEL5, (2011).

5) Gateway build procedure from 2011 http://codac.pppl.wikispaces.net/EpicsGatewayInstallationNotes
6) NSTX-WBS6-DV-021, Building Gateway v2 (2006).

3.0 Install Linux

· This should be done by a Linux admin familiar with PPPL standards for CentOS7.

· Local accounts root, epics, and cicopr will be used for this procedure 

· root: to install packages and general admin

· epics: to install/build EPICS software

· cicopr: To run the EPICS software for NSTX-U operations.

· Bash is the default shell

4.0 Building EPICS Base

Install EPICS base as local user epics under /home/epics/EPICS

The local cicopr account will run the software (in production).

install packages:
The packages below had to be added to Scott's July 2018 KVM image.  Depending on your system you may need to add more, as indicated by errors and missing files during EPICS build process.  If the packages are already installed you'll get a message saying so, so no harm in trying again.  The latter assumes no other software on your machine requires an older version of these packages.

as root:
yum install glibc-devel 

yum install gcc-c++

yum install perl-devel 

yum install readline-devel

yum install perl-Pod-Checker

yum install ncurses

yum install screen

yum install gcc-c++

open ports for EPICS communication:
firewall-cmd --permanent --zone=public --add-port=5064/tcp

firewall-cmd --permanent --zone=public --add-port=5065/tcp

firewall-cmd --permanent --zone=public --add-port=5065/udp

firewall-cmd --permanent --zone=public --add-port=5064/udp

systemctl restart firewalld.service

firewall-cmd --zone=public –list-ports (to show open ports)

as user epics:
cd /home/epics

mkdir EPICS/R0314127_el7_64 (this depth is to support other versions under EPICS in the future)

cd /home/epics/EPICS/R0314127_el7_64

wget https://epics.anl.gov/download/base/baseR3.14.12.7.tar.gz

gzip -dc baseR3.14.12.7.tar.gz | tar -xvf -

*** The gateway doesn't seem to need READLINE or NCURSES so I skipped those steps in the EPICS installation procedure from RHEL6 era. It won't hurt if they are there. 

as user epics:
cd /home/epics/EPICS/R0314127_el7_64/base-3.14.12.7

gmake
if build was successful (no errors at end of build) test with:
export EPICS_BASE=/home/epics/EPICS/R0314127_el7_64/base-3.14.12.7
export EPICS_HOST_ARCH=linux-x86_64

export PATH="${PATH}:${EPICS_BASE}/bin/${EPICS_HOST_ARCH}"

export LD_LIBRARY_PATH="${LD_LIBRARY_PATH}:${EPICS_BASE}/lib/${EPICS_HOST_ARCH}" 
export EPICS_CA_ADDR_LIST=nstx-diagIOC1

export EPICS_CA_AUTO_ADDR_LIST=NO

caget ch_IOCs1alive_CALC  (this will read from nstx-diagIOC1)

For convenience you might want to create a shell script ~epics/bashrc.epics to make setting your (and your users’) environment easier.   

5.0  Setup for EPICS Extensions

Now, extension building can be tricky and there is some discretion about how the EPICS admin can manage extensions.  Here, I will follow the traditional method used for NSTX which is based on the convention used at APS (at ANL) from 1999. This directory structure can be observed on Solaris epicsrv.

Extensions are built against a specific version of EPICS_BASE and use header and libraries from there.  The extensions know where the right version of base is by specifying that in extensions/configure/RELEASE file.    

A basic extensions structure (in the way we have been using at NSTX) is provided using a file extensionsTop_20120904.tar.gz.  The unpacked gateway software gateway2_0_6_0.tar.gz has its own structure, similar to the directory structure that enables building using the EPICS build system without our integrated extensions structure. But, to maintain our old style we will deviate a bit and integrate it into our hierarchical "extensions" directory structure. 

The only strange thing I had to do is to modify the TOP definition in the gateway's src folder to point it two levels up - this tells the build system to use the extensions configure directory to access the definition of EPICS_BASE which is needed for the include files and libraryies (.a files).  The gateway's configure folder isn't really used to show where EPICS_BASE is (but you could use that if you didn't modify the TOP definition).

The instructions below use the method where EPICS_BASE is defined once, for all extensions,  in the extensions/configure/RELEASE file.

as user epics:
cd /home/epics/EPICS/R0314127_el7_64

wget https://epics.anl.gov/download/extensions/extensionsTop_20120904.tar.gz
gzip -dc extensionsTop_20120904.tar.gz | tar -xvf-

cd extensions/configure

vi RELEASE

change/add lines:


#EPICS_BASE=$(TOP)/../base


EPICS_BASE=/home/epics/EPICS/R0314127_el7_64/base-3.14.12.7

save file and exit editor
gmake
5.1  Build The Gateway Extension

This version of gateway doesn't seem to need specifications for READLINE or NCURSES or REGEX so I skipped the parts from the old RHEL6 era procedure. If needed consult that procedure.

cd /home/epics/EPICS/R0314127_el7_64/extensions

cd src

wget https://launchpad.net/epics-gateway/trunk/2.0.6.0/+download/gateway2_0_6_0.tar.gz
gzip -dc gateway2_0_6_0.tar.gz | tar -xvf-

cd gateway2_0_6_0/src

vi Makefile
 change to this:   TOP = ../../..
gmake
(optional: note that this gmake is down in the gateway's src file, to build using higher directory levels you need to change gateway dir name to just "gateway" or modify the GATEWAY definition in the higher Makefiles).

Startup gateway software
On gateway machine:

cd /home/epics/EPICS/R0314127_el7_64/extensions/bin/linux-x86_64

./gateway -log ~/epicsGW.log -cip 'nstx-diagIOC1' -connect_timeout 10 -prefix kvmGW -server

logfile is in the /home/epics (~) directory.

You may see gateAsCa: Invalid access security, ignore for now.

When ready ./gateway.killer  to stop the GW software. Or, you can use the kill command.

Test gateway software
on ca client machine (e.g. nstxpool)

ssh nstxpool

module load nstx

export EPICS_CA_ADDR_LIST=kvm-epicsgate

caget ch_IOCs1alive_CALC  (PV is sourced from gateway's client side , a CA server nstx-diagIOC1)

caget kvmGW:connected   (PV is served from gateway)

For convenience you might want to create a shell script ~epics/bashrc.epics to make setting your (and your users’) environment easier.   

export EPICS_EXTENSIONS=/home/epics/EPICS/R0314127_el7_64/extensions
export EPICS_HOST_ARCH=linux-x86_64

export PATH="${PATH}:${EPICS_EXTENSIONS}/bin/${EPICS_HOST_ARCH}"

5.1.1  tar.gz cleanup

To make things cleaner you can move all the downloaded tar.gz files in some "downloads" directory.

6.0 Configuring and Operating the Gateway

The Gateway has a thorough user manual that describes how you can use and configure the gateway, as well as problems associated with mis-configuration.  In general, at PPPL we configure the –cip (clients list), the –signore list, and use the -server mode. We also startup the gateway using the systemctl and systemd utilities found in CentOS7.

6.1 Configure for NSTX-U Gateway Operations 

In this section we will create a directory called gateway_ops and unix scripts to start/stop the gateway with NSTX-specific options.

· As user cicopr:  

· cd  ~

· create file StartGW (see Appendix B). 

· Make it executable: chmod u+x StartGW

· create file StopGW (see Appendix B)

· Make it executable: chmod u+x StopGW

· As user cicopr:
· mkdir ~cicopr/gateway_ops

· cd ~cicopr/gateway_ops

· The two files below are not necessary to run a read-only gateway.  For NSTX you can use the files from the old gateway as a starting point.  These should run with the new gateway without modification when fully configured, or you can use simple default versions of these.

· create gateway.pvlist
 

· create gateway.access
 (without this one you will see warning in log file)

6.2 Configure systemctl  to auto-start gateway

· Do this as user root
· cd /etc/systemd/system
· vi epicsGW.service  (see Appendix B)
· The service will start the gateway as user cicopr.
· systemctl daemon-reload (do this after every edit of service file)
· systemctl enable epicsGW.service  (to run upon reboot)
· systemctl start epicsGW.service  (starts it now)
· journalctl -u epicsGW.service  (to see service log file)
7.0 Hints

· The –signore switch is for cases when one of the primary gateway’s clients (such as an IOC or another secondary gateway server-side) is on the same subnet as the user’s client (such as medm).  Without the –signore the medm client might get a response from two servers, the gateway and the actual IOC/secondary-gateway.

· If you do a ‘ps -aef’ (process show) you will see two gateway tasks.  This is normal (maybe one is client and other is server). Killing the lower numbered one kills both.

· You can use clients on your PC (such as probe, ALH, or medm) to read values from the gateway’s server side.  To do this specify two Windows Environment Variables (system):

· EPICS_CA_AUTO_ADDR_LIST  NO

· EPICS_CA_ADDR_LIST   gateway_server_IP  anyioc_IP etc…

· A medm page CH37 shows the gateway-served PV’s.

Appendix A  - Access Security and Write-access files 

for NSTX-U

contents not shown since these have security implications.  If you are authorized access the online system.  These are normally kept in the gateway_ops directory.
gateway.pvlist (PV R/W using ASG specified in gateway.access file)
gateway.access
(in .ascf file format)
Hint: You should restart the GW if these files are changed.
Appendix B – Startup/Shutdown/Configuration files for NSTX

============ file epicsGW.service ======================
[root@kvm-epicsgate system]# pwd
/etc/systemd/system
[root@kvm-epicsgate system]# cat epicsGW.service 
[Unit]
Description= EPICS gateway via SYSTEMCTL
After=network.target
[Service]
User=cicopr
Group=epicsuser
Type=forking
ExecStartPre=/bin/sleep 30
ExecStart=/home/cicopr/StartGW
TimeoutStartSec=0
[Install]
WantedBy=default.target
================= file epicsGW.service  ==================================
================= file StartGW  ====================
[cicopr@kvm-epicsgate ~]$  pwd
/home/cicopr/gateway_ops
[cicopr@kvm-epicsgate ~]$ cat StartGW 
#!/bin/bash
# This tasks is usually executed at boot time via rc5.d/S98epicsGW
# Rev 00 13AUG2018  P. Sichta - copied from epicsgate03 (RHEl5)
#
#  ###################################
#
export GW_DIR=/home/cicopr/gateway_ops
export EPICS_BASE=/home/epics/EPICS/R0314127_el7_64/base-3.14.12.7
export EPICS_EXTENSIONS=/home/epics/EPICS/R0314127_el7_64/extensions
export EPICS_HOST_ARCH=linux-x86_64
cd $GW_DIR
echo '+++++++++++++++++++++++' >> $GW_DIR/epicsGW.log
/bin/date >> $GW_DIR/epicsGW.log
#start caRepeater
$EPICS_BASE/bin/linux-x86_64/caRepeater &
echo '+++++++++++++++++++++++' >> $GW_DIR/epicsGW.log
#start gateway
cd $EPICS_EXTENSIONS/bin/linux-x86_64
./gateway -home $GW_DIR  -log $GW_DIR/epicsGW.log -cip 'nstx-diagIOC1' -connect_timeout 10 -prefix kvmGW -server
# for NSTX-U via firewall to nstx-cs VLAN    ./gateway -home $GW_DIR -log $GW_DIR/epicsGW.log  -cip 'epicioc1 nstx-csIOC4  nstx-opcserver2 nstx-s7server nstx-rtu-pftest nstx-rtu-pumprm epicioc9 nstx-rtu205 nstx-rtu208 nstx-rtu-nb1a nstx-rtu-nb1b nstx-rtu-nb1c nstx-rtu-nb2a nstx-rtu-nb2b nstx-rtu-nb2c' -connect_timeout 10 -prefix epicsGWkvm  -server
echo 'GateWay-dev Started' >> $GW_DIR/epicsGW.log
echo '+++++++++++++++++++++++' >> $GW_DIR/epicsGW.log
=================== file StartGW ===========================
=====================  file StopGW  =========================
[cicopr@kvm-epicsgate ~]$ pwd
/home/cicopr/gateway_ops
[cicopr@kvm-epicsgate ~]$ cat ./StopGW 
#!/bin/bash
# filename StopGW
# script to stop the gateway
# This task is usually executed at shutdown time via rc0.d (shutdown) or rc6.d (reboot) K02epicsGW
#
# Rev 00 13AUG2018  P. Sichta - copied from epicsgate03
###################################################################
export GW_DIR=/home/cicopr/gateway_ops
cd $GW_DIR
echo '-----------------------' >> $GW_DIR/epicsGW.log
/bin/date >> $GW_DIR/epicsGW.log
source gateway.killer
echo 'GateWay Stopped' >> $GW_DIR/epicsGW.log
echo '-----------------------' >> $GW_DIR/epicsGW.log
cd $GW_DIR
========================file StopGW  ===========================
