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Conditions for net fast ion drive are derived for beam-driven, sub-cyclotron compressional (CAE) and global
(GAE) Alfvén eigenmodes, such as those routinely observed in spherical tokamaks such as NSTX(-U) and
MAST. Both co- and counter-propagating CAEs and GAEs are investigated, driven by the ordinary and
anomalous Doppler-shifted cyclotron resonance with fast ions. Whereas prior results were restricted to van-
ishingly narrow distributions in velocity space, broad parameter regimes are identified in this work which
enable an analytic treatment for realistic fast ion distributions generated by neutral beam injection. The
simple, approximate conditions derived in these regimes for beam distributions of realistic width compare
well to the numerical evaluation of the full analytic expressions for fast ion drive. Moreover, previous results
in the very narrow beam case are corrected and generalized to retain all terms in w/w.; and |k|| Jk1 |, which are
often assumed to be small parameters but can significantly modify the conditions of drive and damping when
they are non-negligible. Favorable agreement is demonstrated between the approximate stability criterion,

simulation results, and a large database of NSTX observations of cntr-GAEs.

I. INTRODUCTION

A mixture of high frequency compressional (CAE)
and global (GAE) Alfvén eigenmodes were commonly
observed on the spherical tokamaks NSTX(-U)" ! and
MAST.'?214 These modes may propagate either in
the same direction as the plasma current and neutral
beam injection (co-propagating) or opposing it (cntr-
propagating). They generally have frequencies in the
range w/we = 0.3 to above the ion cyclotron frequency
for CAEs and w/ws = 0.1 — 0.5 for GAEs with toroidal
mode numbers |n| = 3 — 12. Dedicated experiments on
the large aspect ratio tokamak DIII-D have also observed
AE activity in this frequency range,'>'” allowing com-
parison between their excitation properties across these
different configurations.

The CAE and GAE, respectively, correspond to com-
pressional (fast magnetosonic) and shear branches of the
MHD waves. In a cold, uniform plasma, they have
dispersion w = kvy and w = |kH|vA, where vy =
B/\/monim; is the Alfvén speed. In realistic toroidal
geometries with spatial inhomogeneities, the CAE will
become localized in the magnetic well in a standing wave
configuration'® 22 with the spectrum of eigenmodes de-
pending on the details of the magnetic geometry.2326
Likewise, the shear Alfvén dispersion becomes spatially
dependent in a non-uniform plasma, and modes within
this continuum of solutions become strongly damped due
to phase mixing.2”?® The global Alfvén eigenmode exists
below a minimum in the Alfvén continuum (or also pos-
sibly above a maximum in the case of nonconventional
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GAEs?Y) where it can avoid the strong continuum damp-
ing that would render its excitation more difficult. The
discrete spectrum of GAEs exists due to coupling to the
CAE, an equilibrium current, current density gradient,
and finite w/w,; effects.>03% Excitation of CAEs/GAEs
requires a resonant population of energetic particles with
sufficient velocity space gradients to overcome intrinsic
damping. The analysis of this paper focuses on fast ions
interacting with CAEs/GAEs through the ordinary or
anomalous cyclotron resonances. Drive/damping due to
the Landau resonance is treated in the second part3¢ of
this series.

The analytic study of the conditions for excitation
of CAEs and GAEs is motivated by their experimen-
tal observations across many devices. The presence of
these modes has been linked to anomalous electron en-
ergy transport in NSTX,3>"3® which may be explained
by orbit stochastization®” and energy channeling at the
Alfvén resonance location.*0™*® During early operations
of NSTX-U, robust stabilization of GAEs by the addition
of a small amount of power in the new off-axis neutral
beam source was discovered and subsequently reproduced
with numerical modeling and analytic theory.'%46-48 Fur-
ther understanding of these processes will be aided by the
new stability conditions derived here.

General expressions for the growth rate of these insta-
bilities were originally derived for mono-energetic beam®?
and bi-Maxwellian®® distributions, as well as for an arbi-
trary distribution®® in a uniform plasma. These deriva-
tions were later extended and applied to NBI-driven
CAEs/GAEs in various experimental conditions dating
back to the TFTR era®®®? and continuing in more re-
cent years with applications to JET®* and NSTX.55:56
The recent studies on NBI-driven modes had two key
limitations. First, they did not correctly treat the cutoff
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at the injection energy, an approach suitable for shifted
Maxwellians generated by ICRF, but not for slowing
down distributions from NBI. Second, they assumed a
delta function in pitch for tractability, which is unreal-
istic considering the more broad distributions present in
experiments, as inferred from Monte Carlo codes such as
the NUBEAM®” module in TRANSP.?® Prior studies also
assume k| < k1 and w < wy; as simplifying approxima-
tions, whereas the modes excited in spherical tokamaks
such as NSTX may have frequencies approaching w < we;
and k” ~ kl.

The derivation presented in this paper corrects and
builds on prior work by providing a local expression for
the fast ion drive due to a general beam-like distribution
interacting via the ordinary and anomalous cyclotron res-
onances. The effect of finite injection energy of NBI dis-
tributions is included consistently, yielding a previously
overlooked instability regime. Terms to all order in w/we;
and ’k\l /k J_’ are kept for applicability to the entire possi-
ble spectrum of modes. As in previous works, full finite
Larmor radius (FLR) terms are also retained. The an-
alytic expression can be integrated numerically for any
chosen parameters in order to determine if the full fast
ion distribution is net driving or damping. More interest-
ingly, it is found that when the beam is sufficiently wide
in velocity space, such as realistic distributions resulting
from NBI, the integral can be evaluated approximately
in terms of elementary functions, yielding compact con-
ditions for net fast ion drive/damping that depend only
on a small set of parameters describing the fast ion and
mode parameters. Such expressions grant new insights
into the spectrum of CAEs and GAEs that may be ex-
cited by a given fast ion distribution, as well as provid-
ing intuition for interpreting experimental results. Since
damping sources such as electron Landau and continuum
damping are not addressed in this work, the net fast ion
drive conditions derived here should be considered as nec-
essary but not sufficient conditions for instability.

The paper is structured as follows. The dispersion re-
lations, resonance condition, and model fast ion distribu-
tion function used in this paper are described in Sec. II.
In Sec. III, the local analytic expression for the CAE and
GAE growth rates is adapted from Ref. 51 and applied
to the fast ion distribution of interest. Approximations
are applied to this expression in Sec. IV in order to
derive useful instability criteria for the cases of a very
narrow beam width in velocity space (Sec. IV A) and
a beam with realistic width (Sec. IV B) when FLR ef-
fects are small (Sec. IVB1) and large (Sec. IVB2).
The derived conditions are also compared against the nu-
merically calculated growth rates for realistic parameter
values in Sec. IV. In Sec. V, the dependence of the
fast ion drive/damping on the mode properties (w/we;
and |kH Jk1 |) is presented and compared against conclu-
sions drawn from the approximate stability boundaries.
A comparison of the approximate stability conditions
against a database of cntr-GAE activity in NSTX are
shown in Sec. VI. Lastly, a summary of the main results

and discussion of their significance is given in Sec. VII.

Il. DISPERSION, RESONANCE CONDITION, AND
FAST ION DISTRIBUTION

One goal of this paper is to extend previous deriva-
tions to include finite w/we; and |k /kL| effects in the
stability calculation, since experimental observations and
modeling of NSTX suggests that these quantities may
not always be small. Experimental observations often
show CAEs with frequencies from w/wq = 0.3 to ex-
ceeding the cyclotron frequency. GAEs are observed
with somewhat lower frequencies of w/w.; =~ 0.1 — 0.5.
While k; can not be measured accurately on NSTX due
to limited poloidal coil resolution, it can be calculated
for the most unstable modes excited in simulations,*3
which show that ’k\l /k J_‘ ~ 1 is not uncommon, and

can even reach |k|\/lﬂ| > 3 in some cases. This mo-
tivates using the full, unsimplified dispersion relations
in uniform geometry when numerically calculating the
growth rate, instead of using the common w/wq; < 1
and |I<:H /k L| < 1 assumptions found in previous works.
The more complicated eigenmode equations in nonuni-
form toroidal systems?3:39:31:52:53 have been derived in
the past but are too complicated for our purposes.

Define & = w/wei0, N = kva/w, A= (1 — %)~ and
also F? = kﬁ/kQ, G = 1+ F?. Here, w.i is the on-
axis ion cyclotron frequency. Then in uniform geometry,
the local dispersion in the MHD limits of F| < £, and
W K |Wee| , wpe is readily given by?

AG 4F?2
N2= " [14+4/1— 1
2F?2 AG? (1)
The “—” solution corresponds to the compressional

Alfvén wave (CAW), while the “+” solution corresponds
to the shear Alfvén wave (SAW). The coupled dispersion
in Eq. 1 will be used in the full analytic expression for fast
ion drive. Notably, it can modify the polarization of the
two modes, which in turn changes how the finite Larmor
radius (FLR) effects from the fast ions contribute to the
growth rate (see Eq. 16). Its low frequency approxima-
tions are w ~ kv for CAWs and w ~ |k|| ’ va for SAWs.
Throughout the paper, CAW/CAE and SAW/GAE will
be used interchangeably, where CAW and SAW formally
refer to the solutions in a uniform slab, while CAE and
GAE refer to their analogues in nonuniform and bounded
geometries. Net energy transfer between a mode and the
fast ions requires a sub-population of particles obeying
the Doppler-shifted cyclotron resonance.

w — </€”’U”> — <kJ_UDr> =/ (wci> (2)

Here, (...) denotes poloidal orbit averaging and ¢ is an
integer cyclotron resonance coefficient. Two resonances



are studied in detail in this work for the sub-cyclotron
modes: the ¢ = 1 ordinary cyclotron resonance and
¢ = —1 anomalous cyclotron resonance. Orbit averag-
ing in Eq. 2 is required to satisfy the global resonance
condition, as opposed to the local resonance, which de-
scribes a net synchronization condition between the wave
and particle on average over its orbit, even while not be-
ing in constant resonance at all points in time. This
resonance condition is applicable so long as the growth
rate of the mode is sufficiently smaller than the inverse
particle transit time, which is satisfied by these modes
according to HYM simulations.°

In this paper, we will make the approximation of
|kivpr] < |k‘|v||}. Consequently, when w < wy and
(v) > 0 (co-injection), Eq. 2 can only be satisfied
for £ = 1 if ki < 0 (mode propagates counter to the
fast ions). Likewise, £ = —1 requires k| > 0, cor-
responding to co-propagation. Due to periodicity, the
drift term can be approximated for passing particles®!
as (kivpy) ~ s(v|) /qR for integer s, though this term
yields relatively small corrections due to the large val-
ues of kl\’ relevant to these modes. In this approx-
imation, the resonance condition can be rewritten as
W7k”751)”7res =/ <Wci> with k’ws = k” +S/qR. Conversely,
for trapped particles the drift term can be approximated
asb? (kivpr) = swp. Previous HYM simulations indicate
that the s = £1 sidebands are usually more relevant than
larger |s|.*® For quantitatively accurate growth rates, all
sidebands should be summed over, as done in Ref. 52 in
the limit of w 2 we > wyp, and also in Ref. 56. Practi-
cally, these procedures require complicated non-local cal-
culations which would preclude analytic progress except
in extraordinarily special cases, contrary to the purpose
of this work, which is to derive broadly applicable insta-
bility conditions. To this end, only the primary resonance
(s = 0) will be kept when deriving approximate stability
boundaries in Sec. IV.

Combination of the resonance condition with approxi-
mate dispersion relations can yield relations that will be
useful later on. Introduce (We) = (wei) /weio as the av-
erage cyclotron frequency of the resonant particles, nor-
malized to the on-axis cyclotron frequency we;o. This
value is approximately 0.9, as inferred from inspection of
the resonant particles in relevant HYM simulations. Then
defining v)| yes = <v||> > 0 (treating co-injected particles
only) and rearranging Eq. 2 gives

U||,res _ w . 14 <(Dci> (3)
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The stability calculation will be applied to a slowing
down, beam-like background distribution of fast ions,
motivated by theory and NUBEAM modeling of NSTX
discharges.*3 In order to satisfy the steady state Vlasov

equation, the distribution is written as a function of con-
stants of motion v = 1/2E/m; and X\ = uBy/E in sepa-
rable form: fo(v, \) = Cynpf1(v) f2(X), defined below

o) = Letticn) (50)
F2(0) = exp (f (A= Xo)? /AA2) (5b)

The constant C is for normalization. The first com-
ponent fi(v) is a slowing down function in energy with
a cutoff at the injection energy vy and a critical velocity
ve. The cutoff at v = vy is contained within fia;(v; vg),
which is in general a function which rapidly goes to zero
for v > vy. For ease of calculation, this is assumed to
be a step function. The second component fy(\) is a
Gaussian distribution centered on some central value \g
with width AX. The variable X is a trapping parame-
ter. To lowest order in pu = g, it can be re-written as
A = (v} /v?)(weio/wei). Then, assuming a tokamak-like
field B = By/(1 + ecosf) for e = r/R, passing particles
will have 0 < A < 1 — € and trapped particles will have
1—€ < A < 1+e. Loosely, smaller A means the particle’s
velocity is more field aligned, such that A is a comple-
mentary variable to a particle’s pitch v /v. For analytic
tractability, Ao and A\ are treated as constants in this
model, ignoring any velocity dependence of these param-
eters which may be present, especially broadening in A at
lower energies due to pitch angle scattering. The depen-
dence on py, is neglected in this study for simplicity, as
it is expected to be less relevant for the high frequencies
of interest for these modes.

The NSTX operating space spanned a range of nor-
malized injection velocity vg/va = 2 — 6, depending on
the beam voltage (typically 60 — 90 keV at 2 — 6 MW)
and field strength (0.25—0.50 T) for each discharge. The
central trapping parameter \g and beam width A\ are
mostly determined by the neutral beam’s geometry and
collimation, yielding typical A\g = 0.5—0.7 and A\ = 0.3.
For this study, v. = vo/2 is used as a characteristic value.
The new beam line on NSTX-U has much more tangential
injection, with A\g ~ 0, and also lower vp/vg =1 — 3 due
to higher nominal field strength. A comparison between
the model fast ion distribution and a NUBEAM calculation
for the well-studied H-mode discharge #141398, can be
found in Fig. 5 of Ref. 63.

I1l.  FAST ION DRIVE FOR GENERAL BEAM
DISTRIBUTION IN THE LOCAL APPROXIMATION

In this section, the fast ion drive/damping is derived
perturbatively in the local approximation for a two com-
ponent plasma comprised of a cold bulk plasma and a
minority hot ion kinetic population, and applied to the
general beam distribution of interest. The formula pre-
sented here extends the results obtained in Ref. 55 and



56, which focused on w < we;, k) < k1, and also did
not study high frequency co-propagating modes (¢ = —1
cyclotron resonance coefficient). In contrast, the follow-
ing derivation is appropriate for all values of w/w.; and
, which is important since mode frequencies can
be on the order w/w,; ~ 0.5 or larger, and in contrast to

the common large tokamak assumption, ’k\l /k L’ can be
60,64

of order unity, as inferred from simulations.

A. Derivation

The general dispersion is given by

kik;
€ij —n’ <5ij -7 )‘ =0 (6)

Here, n = kc/w is the index of refraction, ¢; =
dij + > €; is the dielectric tensor. Without loss of gen-
erality, assume By = BoZ and k = k2 + k1 #. Then the
dispersion is determined by

2
611—’11” €12 > (Em):() 7
( €21 €22 — n? Ey ( )

The rest of the components are irrelevant in the MHD
regime where E, < E,, E,. For the cold bulk compo-
nents,

e j —1D
Sij + el el :(5) g > (8)
Above, S = 1 - Y w2 /(w® — wZ) and D =
5, WestZa (w(? — W2,)), Where wpy = /g2 (T1a%0)

and w.s = ¢sBo/ms are the plasma frequency and
signed cyclotron frequency for each species s. When
w <K Wpe, \wce\7 we can approximate S ~ Ac?/v%} and
D ~ —wAc?/v4, where as earlier A = 1/(1 — ©?) and

= w/weio. Setting K;; = viel;/c* and also defining

w =
y = w?/(k*v%) = N=2, the full dispersion is given by

(y—F?PA™" —yA 'Ky (y— A7 —yA ' Ko)

— ¥ @+ A Kp) =0 (9)

Neglecting the fast ion component (setting K;; = 0)
recovers the MHD dispersion in Eq. 1. Letting w =
wp + wy with w1 < wp and solving perturbatively to first
order in K;; ~ ny/ne. < 1 yields the growth rate as

wi Yo [Kii(yo — Agh) = 2oyo [ K 12| + (yo — F2Ay ) Kas)

wo 2 (y5 — F?)
(10)

As defined in Sec. II, F? = kf/k?. All quantities with
subscript 0 are understood to be evaluated using w = wy,

i.e. the unperturbed frequency given by Eq. 1. The
tensor elements K;; can be calculated from Eq. A24 in
Ref. 51:

2 00 2 0
Ny Wey UJ_gij(f) .
K — 0 %ci
i vidvydy) Z r— Ewciﬂfo
l=—o00
(11)
. 1 0 kl\ 0 v 0
h = - —_— 12
where UL(()UL—’— <6U| ULa’UL ( )
J2/E2 ild)Je /€
’ _ ¢ 0L _
gij(&) = ( —iéJéJg/{ (J2)2 yE=kipis (13)
Above, p1p = v /we is the Larmor radius of the

fast ions, and the distribution is normalized such that
Jvifodvidvy = 1. The finite Larmor radius (FLR)

effects from the fast ions are contained in gfj (&), with

Jo(€) denoting the £** order Bessel function of the first
kind. In order to keep only the resonant contribution
to the growth rate, we make the formal transformation
(w - k”UH — Ewci)’l — 7Z.7T(5(’UH - UH,res,Z)/ |]€H| with
V)l,res,e = (W — Lwei)/ k) the parallel velocity of the reso-
nant fast ions. Then substituting Eq. 11 into Eq. 10 and
identifying the growth rate v = Im(w1),

’UH,’I”ES,Z

w—/

T _T
Wei B 2 Te zz:
X /d’l)J_dUHUié(’U” — U|\7res,£>7%£f0/em(€) (14)

1[/¢ 0 wvo

S ll=—z)=+=-= 15

SKw x)ax+2av] (15)
The variable z = v? /v? = A\ (@.;) was introduced so

that the gradients 7 fy can be re-written in the natural

coordinates of the distribution. Note that #;"(&) is the

“FLR function” for cyclotron resonance ¢ and mode m
(= ‘C’ for CAE and ‘G’ for GAE), defined as

dJ,
e

Above, the “—” corresponds to CAEs and the “+” for
GAEs. Defining a =
also be re-written in the following form:

where 7y =

S8 =

§=kipn=¢ (17)
k ,res ci
Wei «

The modulation parameter ¢ contains information
about the mode characteristics and is a measure of how
rapidly the integrand in Eq. 14 is oscillating. The expres-
sion in Eq. 18 follows from the resonance condition in Eq.



4. The complicated form of #;(§) is due to coupling
between the pure compressional and shear branches of
the dispersion resulting from finite w/w.; and also mod-
ified by finite |k|‘/k J_‘ so it is worthwhile to highlight
some of its properties. The FLR function _#;"(§) is non-
negative for both modes when w/w.; < 1. For CAEs,
yo > 1 > Ayt F,F?A;" according to Eq. 1, so the
square root arguments and leading factors are all posi-
tive. In contrast, for GAEs, yo < Ay', F,F2A;"' | so
the arguments of the square roots as well as the leading
factors are all negative, with signs canceling out.

As a useful example, consider the limit of w/w.; < 1.
In that case, yo = 1 +@%a? + O (@4) for CAEs and yg =
F? —&%a* + O (w*) for GAEs. Then 7/ (&) simplifies
substantially to

dJ\*
}}E% IE6) = (dg) CAE (19a)
_ /e e#o
lim 75(¢ ){ (@a2)° £=0 GAE  (19Db)

In another limit, where 0 < @ < 1 and o > 1, the
dispersion from Eq. 1 reduces to yo = 1 + @ for CAEs
and yg = 1 — @ for GAEs, simplifying the FLR function
to

(1 + w) dJy _LJ, 2
o =550 () e
i sfo =S, oan o
lm 7f(e) = %J,ﬁ_l GAE (20¢)

In Eq. 20a, the top signs are for CAEs, and the bottom
signs for GAEs. The forms in Eq. 19 match those used
in Ref. 55 and 56 in the same limit, and the limit of
a — 0 of Eq. 16 reproduces the FLR function used in
Ref. 61 and 62. Applying Eq. 14 to the general beam
distribution in Eq. 5 and defining 7, = U” res z/vo yields

e—(:v—avo)Z/A;E2 1

wci Ne 203

Y Ny 7TCf’UO 1= xfm(f({,mC))
Wei  Me le—él /0 (él—x)2

The upper integration bound is a consequence of
the finite injection energy since |v‘|7res| =v/l—2 <
vovli—r—x<1— vﬁyrcs/vg. All quantitative calcula-
tions in this paper assume v, = vy/2 and ny/n. = 5.3%,
based on the conditions in the well-studied NSTX H-
mode discharge #141398. The normalization constant is
given by

B v3 1 g—(z—=0)?/Az?

O 3 (1 + v?’) : N dx
This approach required two large assumptions in order
to make the problem tractable. First, a local assump-
tion was made in order to eliminate the spatial integrals,
which require knowledge or detailed assumptions about
the equilibrium profiles and mode structures, whereas we
seek a simple criteria depending only on a few parame-
ters (vo/va, Ao, w/wei, ,¢) for broad comparison
with experimental or simulation results. Hence, all equi-
librium quantities in Eq. 21 are understood to be taken
at the peak of the mode structure, generally between the

(22)
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magnetic axis and mid-radius on the low-field side, where
CAE:s are localized due to a magnetic well and GAEs are
localized due to a minimum in the Alfvén continuum. As
a consequence, the accuracy of the drive/damping magni-
tude may be limited, however this approximation should
not affect the sign of the expression, so it can still be
used to distinguish net fast ion drive vs damping, which
is the primary goal of this work. Second, the derivative
with respect to py has been neglected in this derivation,
which would be important for modes at lower frequencies
(e.g. for TAEs where it is the main source of drive) or
fast ion distributions with very sharp spatial gradients,
which is atypical for NBI.

B. Properties of Fast lon Drive

The expression in Eq. 21 represents the local pertur-
bative growth rate for CAE/GAEs in application to a
general beam-like distribution of fast ions, keeping all
terms from w/w;, ’kH/kL’, and ki1pip. The deriva-
tion presented in this section has some additional conse-
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quences worth highlighting. Observe that only the term
in square brackets can change sign since the coefficient
in front of the integral will always be negative, and the
portions of the integrand not enclosed in square brackets
are strictly nonnegative. Hence regions of the integrand
where the term in brackets is negative are driving, and
regions where these terms are positive are damping.

Examining further, the second term in brackets and
the term on the second line are due to 9 fy/dv, which is
always damping for the slowing down function. Both of
these terms are negligible for £ # 0, w/w; < 1 and A\ <
1, which is the case considered here. The first term in
brackets is the fast ion drive/damping due to anisotropy
(0f0/0N), which usually dominates the 9 fy/0v terms ex-
cept in a very narrow region where A ~ \g. Consider-
ing only fast ions with v ;es > 0, modes driven by the
¢ = —1 resonance are destabilized by resonant particles
with dfy/0X < 0 (equivalent to A > Ao for our model
distribution), whereas those interacting via the ¢ = 1
resonance are driven by 9fo/0A > 0 (A < Ag). This
leads to a useful corollary to this expression without any
further simplification: when 1 —vf . /v§ < Ao (@ei), the
integrand does not change sign over the region of inte-
gration. As a corollary,

_ <0 f=-1
1= 0] os/V5 < Ao (@ei) — { Yy S0 (=1 (23)

For the single beam distribution in Eq. 5, if 1 —
vﬁms/vg < Ao (@ci), then modes driven by the £ = —1 res-
onance (co-propagating) will be strictly damped by fast
ions, while those driven by ¢ = 1 (cntr-propagating) will
exclusively be driven by fast ions. This represents a sim-
ple sufficient condition for net fast ion drive or damping
when this relation between the mode properties (|k/k. |
and w/we;, which determine v)| ;o5 through the resonance
condition) and fast ion distribution parameters (vo and
Ao) is satisfied.

Moreover, this condition reveals an instability regime
unique to slowing down distributions generated by NBI
with finite injection energy. This regime has not been
addressed in earlier studies, which considered either
mono-energetic?® or bi-Maxwellian®® distributions for
beam ions. Previous studies related to NBI-driven
CAEs/GAEs*0 also overlooked this regime by im-
plicitly assuming v ;s < vo. Consequently, their re-
sults were used to interpret experimental observations in
NSTX(-U)*10:46 and DIII-D' in cases where they may
not have been valid. In contrast, this new instability
regime can more consistently explain the excitation and
suppression of cntr-GAEs observed in NSTX-U,46:48 and
also suggests that the properties of high frequency modes
previously identified as CAEs in DIII-D'® would in fact
be more consistent with those of GAEs.

Lastly, it is clear from the derivation and discussion
in this section that ¢ = =£1 instabilities can occur for
any value of k) p,;, depending on the parameters of the
distribution (M\g,vg/v4) and the given mode properties

(w/wei, |k /kL]). In contrast, in the previously stud-
ied regime where v|,os < vp and AX < 1, net fast
ion drive only occurs for specific ranges of k; p 1, when
w/we; < 1.5 For further understanding of the relation-
ships between the relevant parameters required for in-
stability, analytic approximations or numerical methods
must be employed.

IV. APPROXIMATE STABILITY CRITERIA

The expression derived in Eq. 21 can not be integrated
analytically, and has complicated parametric dependen-
cies on properties of the specific mode of interest: GAE
vs CAE, |k /kL|, w/wei, and the cyclotron coefficient £ as
well as on properties of the fast ion distribution: vg/va,
Ao, and AX. For chosen values of these parameters, the
net fast ion drive can be rapidly calculated via numeri-
cal integration. Whenever 1 — vﬁ’res/vg < Ao {@ei), Eq.

23 provides the sign of the drive/damping. When this
inequality is not satisfied, there are also regimes where
approximations can be made in order to gain insight into
the stability properties analytically: one where the fast
ion distribution is very narrow (AX < 0.10) and one
where it is moderately large (AX 2 0.20). The former
allows comparison with previous calculations,”®®% while
the latter includes the experimental regime where the
distribution width in NSTX is typically AXA = 0.30. In
this section, marginal stability criteria will be derived in
these regimes.

A. Approximation of Very Narrow Beam

For the first regime, consider the approximation of a
very narrow beam in velocity space. The purpose of this
section is to determine when such an approximation can
correctly capture the sign of the growth rate. For sim-
plicity, also consider w/w.; < 1 so that the anisotropy
term dominates and also £/w > x. Then Eq. 21 can be
re-written as

1-n
T« / h(z)(z — xo)e_(‘”_””f’)z/m”zdx (24)
0

where h(z) = £Cy a: S (&) (25)

TAZZ (1 — )2 3 ] 3/2
( )1+1Tg<'7)

1—x

If Ax is very small, then the integral is dominated by
a contribution in a narrow region xg — 9§ < z < xg + d
where § &~ 2Az. In this region, h(z) can be approximated
as a linear function, h(z) = h(zo) + (z — zo)h (z0) +
o (AacQ). So long as 0 < xg — d and xg + § < 1 — 7, this
approximation can be applied:

~ zo+d 2 2
— X h’(xo)/ (x — 20)2e @m0 /AT 4y (26)

Wei zo—3
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FIG. 1. Comparison of numerically integrated growth rate to narrow beam approximation for cntr-GAE with n = 0.2 as a
function of the central trapping parameter of the beam distribution. Black dashed line shows the analytic approximation made
in Eq. 26 for Az = 0.04 and (a) ( = 0.7, (b) ( = 3.5, and (c¢) ¢ = 7.0. Colored curves show numerical integration of Eq. 24 for
different values of Ax: blue Ax = 0.04, orange Ax = 0.08, gold Ax = 0.16, and purple Ax = 0.32. Shaded regions correspond
to regions of drive according to the narrow beam approximation.

The integral is positive, so the sign of the growth rate
is equal to the sign of h'(zp). Note that this is the same
instability regime as studied in previous papers on sub-
cyclotron mode stability.?®°® A comparison of the ap-
proximate narrow beam stability criteria to the unap-
proximated expression for cntr-GAEs with n = 0.2 is
shown in Fig. 1. There, the dashed line shows the ap-
proximate analytic result Eq. 26 plotted as a function
of zg for Az = 0.04 and different values of (. Values
of xy where h'(z9) > 0 indicate regions where the fast
ions are net driving according to this assumption (shaded
regions). For comparison, the full expression Eq. 24
is integrated numerically for each value of zg for vary-
ing Ax = 0.04,0.08,0.16,0.32. This figure demonstrates
where the narrow beam approximation correctly deter-
mines the sign of the fast ion drive, and how it depends on
¢. The curves for Az = 0.04 and Az = 0.08 have essen-
tially the same roots as the analytic expression, whereas
the zeros of Az = 0.16 and Az = 0.32 begin to drift
away from the approximation or miss regions of insta-
bility entirely. The differences are most pronounced for
larger values of (, since this causes the integrand to oscil-
late more rapidly. Hence, the approximate criteria in Eq.
26 is only reliable for Az < 0.10, especially when ¢ > 1,
which is much more narrow than experimental fast ion
distributions due to neutral beam injection which have
Az ~ 0.30 in NSTX.

It is unsurprising that this type of approximation fails
for realistically large values of Az since the width of the
Gaussian spans nearly the entire integration region. Even
for smaller Az, the conclusion from Eq. 26 is restricted
to situations when both 0 < zp —d and 29 +0 < 1 —17
are satisfied. For instance, when n = 0.2 and Az = 0.1,
this expression is only strictly valid for 0.2 < zy < 0.6.

B. Approximation of Realistically Wide Beam

When the beam distribution instead has a non-
negligible width in the trapping parameter A\, a com-
plementary approach can be taken. For Az sufficiently
large, one may approximate d exp(—(z—x¢)?/Ax?)/dx ~
—2(x — xg)/Ax?. This is reasonable for zp — Az/v/2 <
r < x4+ Ax/\/2 since this linear approximation is ac-
curate up to the local extrema in this function. When
Ax is large, this approximation region may cover nearly
the entire region of integration. Throughout this section,
ve = vp/2 will be taken as a representative figure, and
the slowing down part of the distribution will be approx-
imated as constant since it makes a small quantitative
difference. Then Eq. 21 may be well-approximated by

= g 4
79\5*/0 m/em(f) (wff/) (z — o) d
(27)
This is still not possible to integrate directly because
of the Bessel functions with complicated arguments in
(&) since £ = (y/x/(1 — x). Substituting the values
of w/we; and |I€”/kJ_| from the most unstable modes in
HYM simulations into Eq. 18 shows that the majority of
these modes have ¢ = 0.5 to 1, with the largest values
being ¢ & 3. Since this parameter controls how rapidly
(&) oscillates, we are motivated to consider two cases
separately: the small (( < 1) and large (¢ > 1) FLR
regimes.

1. Small FLR regime (¢ < 1)

For small {, the argument of the Bessel function will
be small for most of the domain. For instance, z =



1/(1 + ¢%/€?), so when ¢ = 0.5, the small argument
condition £ < 1 is true for z < 0.8, which is the ma-
jority of the domain for n not too small. The leading
order approximation to #;"(§) for £ = +1 and { < 1is
c+ 0O (52) with ¢ constant. For demonstration purposes,
it will also be assumed that @ < 1. This small correction
is addressed in Appendix A. With this approximation,
Eq. 27 can be simplified and then integrated exactly as

x(x — )

7%—[/0 ) de (28)

Solving for the marginal stability condition v = 0
yields

L—n*+2logn o

ro= —-——"" ] — 29

0 1—n+7logy n ( )

= vy = — e . (30)
(1 —,To)

The serendipitous approximation is better than 1% ac-
curate everywhere. It is arrived at by noticing that Eq.
29 is a smooth, convex, monotonically decreasing func-
tion on (0,1) — (0,1), which suggests an ansatz of the
form f(z) =1— 2P for 0 < p < 1. The choice of p =2/3
is made in order to match the value of the derivative at
the £ = 1 boundary. Note that this stability condition
depends implicitly on the mode parameters w/w. and
|k‘||/kL| through the dependence of v ,¢s, as in Eq. 4.
The cases of £ = +1 have the same stability boundary,
with an overall sign difference. Hence, when { < 1, the
cntr-propagating ¢ = +1 CAEs/GAEs are destabilized
by fast ion distributions with vy < v} res/(1 — 20)3/* and
the co-propagating ¢ = —1 CAEs/GAEs have net fast
ion drive when v > v)| res/(1 — xg)3/4.

It is prudent to compare this approximate analytic con-
dition against the numerical evaluation of Eq. 21 for a
characteristic mode. This is done in Fig. 2, where the full
expression for fast ion drive of £ = +1 GAE is integrated
numerically for a beam distribution with AX = 0.30 (es-
timated experimental value) and a range of values of Ao
and vg/va. A representative n = 8 cntr-GAE is cho-
sen from HYM simulations which had w/w. = 0.20 and
|k||/kL| = 1.50, implying a value of { = 0.47. The color
indicates the sign of the growth rate: red is positive (net
fast ion drive), blue is negative (net fast ion damping),
while gray is used for beam parameters with insufficient
energy to satisfy the resonance condition. The analytic
instability condition derived in Eq. 30 is shown as the
black curve, demonstrating a remarkably good approxi-
mation to the full numerical calculation.

Similarly good agreement between the approximation
and numerical calculation shown in Fig. 2 holds even
up to ¢ < 2 since £ = (z/(1—z) < 1 is typically
still obeyed for most of the integration region in that
case, so long as 7 is not too small. Since ( = |w — {| /«
(Eq. 18), typically values of a = 0.5 lead to validity of
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FIG. 2. Numerical integration of full growth rate expres-

sion Eq. 21 as a function of fast ion distribution param-
eters vo/va and Ao with Az = 0.30 for a cntr-GAE with
properties inferred from HYM simulations: w/we; = 0.20 and
|kH/kJ_| = 1.50, implying ¢ = 0.47. Red indicates net fast ion
drive, blue indicates net fast ion damping, and gray indicates
beam parameters with insufficient energy to satisfy the res-
onance condition. Black curve shows approximate stability
condition derived in Eq. 30.

this regime. When ¢ becomes too large, the lowest or-
der Bessel function expansion of _#;™(§) employed in this
section is no longer valid over enough of the integration
domain for the result to be accurate. For values of @
and « which lead to ¢ > 2, the asymptotic form of the
Bessel functions must be used instead to find different
stability boundaries, which are derived in the next sec-
tion. The “wide beam” approximate stability conditions
remain a good approximation to the numerical calcula-
tion for about 0.20 < Az < 0.80. If Az is smaller than
this minimum value, the wide beam approximation be-
gins to break down, while Az larger than the maximum
value is where the damping due to the neglected 9 f/0v
term begins to become more important and lead to a
nontrivial correction.

2. Large FLR regime (¢ > 1)

Another limit can be explored, that is of the wide beam
and rapidly oscillating integrand regime, namely ¢ > 1.
This limit is applicable when very large FLR effects domi-
nate most of the region of integration. Based on the most
unstable modes found in the HYM simulations, this is not
the most common regime for NSTX-like plasmas, but it
can occur and is treated for completeness and comparison
to the slowly oscillating results.

This approximation allows the use of the asymp-
totic form of the Bessel functions:  J,(§) ~
V2/m€cos (£ — (2n+ 1)m/4) + O (£73/2), which is very
accurate for £ > 2. Note also that ¢ > 1 implies a < 1



since ( = [{ —®|/a < 2/a for [¢| < 1. Since a < 1,
the FLR functions for £ = £1 are well-approximated
by #G ~ JA(E)/€ ~ (1 - sin(26))/€% for GAEs and
IE(E) ~ JEE) ~ (1 —sin(2¢))/¢ for CAEs. Consid-
ering first the case of the { = +1 GAEs, the relevant
integral is

[ e (e

31)

1=n (x — xp)
- Vo (32
= —vn(1 —n) + (1 —2z0) arccos /0 (33)

The first line is Eq. 27 using the asymptotic
expansion of the Bessel functions, then the second
line is obtained using the stationary phase approx-
imation for rapidly oscillating integrands.®®> Specifi-
cally, the Riemann-Lebesgue lemma®® guarantees that
f; f(t)eitdt — 0 for x — oo with integrable | f(t)|, which

is clear with the substitution of ¢ = 24/z/(1 — z) in Eq.
31. Then as before, the marginal stability condition can
be found and inverted after an approximation procedure:

ey (1) =5 () o

v||,res (35)

== —5E
(1 — 2m)*/

The approximation above is found with the same pro-
cedure as described for Eq. 29, and has a maximum
relative error of 3%. Interestingly, this condition is simi-
lar to the one derived for ¢ < 1 except that (1 —zg) has
been replaced by (1 — 2z(). This condition describes the
boundary for £ = £1 GAESs, with vy > v}| es /(1 —220)*/4
indicating net fast ion drive for £ = —1 co-GAEs and net
fast ion damping for £ = +1 cntr-GAEs.

When compared to the exact numerical calculation in
this regime, Eq. 35 captures the qualitative feature that
the stability boundary occurs at much lower xy than in
the low ( regime. However, the quantitative agreement
is not as good unless Az = 0.6. For smaller values of Ax,
the approximations become poor for large = > zo+Azv/2
where the Gaussian decay would tend to dominate the di-
verging term 1/4/1 —x at © — 1. This can be seen in
Fig. 3 where the marginal stability boundary approaches
a vertical asymptote. To capture this behavior, the wide
beam approximation can still be used, but with the in-
tegration running from = = 0 to a = x¢ + Azv/2 instead
of x = 0 to 1 — n to replicate the decay expected beyond
this region. Then, the fast ion drive is approximately
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FIG. 3. Comparison of approximations for marginal fast

ion drive for cntr-GAEs with ¢ > 1 and Az < +/2/3 vs
Az > +/2/3. Left is the former (with Az = 0.20) and right
is the latter (with Az = 0.80). Both use w/w¢ = 0.3 and
‘kH/kl‘ = 0.07 so that ¢ = 8.6, and also (@) = 0.9. Red
indicates net fast ion drive, while blue indicates net fast ion
damping, and gray indicates beam parameters with insuffi-
cient energy to satisfy the resonance condition. The verti-
cal line is the approximate marginal stability boundary of
zo = Axz/v/?2, valid when Az < v/2/3 for ¢ > 1. The
dashed curve is the approximate marginal stability boundary
of v0/va = V)| res/ (1 — 2X0 (@ei))*/*, valid when Az > v/2/3

for ¢ > 1.
~ ¢ (z—x)
vt 0 z(1—x) (36)
= —+v/a(1 —a) + (1 — 2z arcsin Va (37)
A=

o= N

(1= (1= w0 — Awv)*/?] (39)

The approximation in the last line has a maximum
global error of 3%. If zg + Azv/2 is close to 1, then the
term in round braces is small, and the limit of xy —
1/2 is recovered from Eq. 35. Hence, the other case
of interest is when xy + Azv?2 is small, in which case
a linear approximation admits a solution for Eq. 39 of
ro = Ax/+/2, which gives much better agreement with
the numerically calculated boundary shown in Fig. 3.
Hence, Eq. 35 is applicable for Az > 1/2/3, whereas
ro = Ax/+/2 gives the limiting boundary for smaller Az.

A similar procedure can be used to approximate the
marginal stability boundaries for CAEs, however it is rare
for CAEs to be excited with ¢ > 1 for the parameters
studied here. This is because the CAE dispersion com-
bined with the resonance condition yields ¢ & Q|| res Jva
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TABLE I. Approximate net fast ion drive conditions for GAEs and CAEs driven by £ = %1 resonances in the wide beam
approximation, valid for 0.2 < Az < 0.8. The quantity { = kL v| es/wei is the “modulation parameter” (see Eq. 18) and

Tro = )\0 <(Dci> = Ui,O/U(Q)'

for ¢ > 1, which can not be very large for vy/v4 < 6 con-
sidering v res ~ v0/2 is common, as is w/we; ~ 1/2. The
case is different for GAEs since their dispersion yields a
parallel resonant velocity that is independent of «, such
that ¢ can be made arbitrarily large by choosing « suf-
ficiently small without constraining the size of V) 1es/va.
The case of ¢ > 1 for CAEs with £ = +1 is treated in
Appendix B.

C. Summary of Necessary Conditions for Net Fast lon
Drive

For clarity, it is worthwhile to summarize all of the
conditions for net fast ion drive derived in this section
and remind the reader of their respective ranges of va-
lidity. When 1 — vires/v% < Ao (@e;) 1s satisfied, £ = —1
modes will be net damped by fast ions, while those in-
teracting via the ¢ = 1 resonance will be net driven. All
other results address the scenarios when this inequality
is not satisfied, which is the parameter regime considered
by previous authors.?®®% When A is sufficiently small
(AX £ 0.10), the narrow beam approximation can be
made, which yields Eq. 26 and implies that net drive vs
damping depends on the sign of h'(z¢). When A is suffi-
ciently large (0.20 < AX < 0.80), the wide beam approxi-
mation is justified. This includes the nominal NSTX case
of AX = 0.3. For most of the unstable modes in HYM sim-
ulations, ¢ < 2 is also valid, which facilitates the results
obtained in the case of a wide beam with small FLR ef-
fects. The complementary limit of ¢ > 2 is also tractable
when the beam is sufficiently wide, though this is not the
typical case in NSTX conditions, except for some low n
cntr-GAEs. All conditions for the cases involving wide
beams are organized in Table I.

V. PREFERENTIAL EXCITATION AS A FUNCTION OF
MODE PARAMETERS

For fixed beam parameters, the theory can determine
which parts of the spectrum may be excited — comple-
mentary to the previous figures which addressed how the

excitation conditions depend on the two beam parame-
ters for given mode properties. Such an examination can
also illustrate the importance of coupling between the
compressional and shear branches due to finite frequency
effects on the most unstable parts of the spectra. All fast
ion distributions in this section will be assumed to have
AN = 0.3 and (@w.;) = 0.9 for the resonant ions.

A. GAE Stability

Consider first the GAEs. As a consequence of the ap-
proximate dispersion w =~ ’k‘||v,4, the necessary condi-
tion v) ;es < vo for resonant interaction, and the net fast
ion drive condition derived in Eq. 30, the region in (@, «)
space corresponding to net fast ion drive in the typical
case of ( < 1 is nearly independent of «. For counter-
propagating modes with ¢ = 1,

—_— < | — <
vo/va + 1 Wei ) pq

Hence, the theory predicts a relatively small band
of unstable frequencies. Larger vg/va decreases both
boundaries, leading to a range of allowed frequencies of
about (Wmax — Wmin)/wWei & 10—20%. For co-propagating
GAESs driven by £ = —1, there is instead a lower bound
on the unstable frequencies:

<a}ci>
Uo/UA (1 — o <‘Dci>)3/4 +1
(40)

<1 (41)

_ GAE
i< (&)
vo/va(l — X (@ei))3/4 — 1 Wei ) g g
These conditions can be compared against the net fast
ion drive calculated from Eq. 21 as a function of w/we;
and |k /kL| for a distribution with vo/va = 4. Central
trapping parameters A\g = 0.7 and )y = 0.3 are used
for cntr- and co-GAEs, respectively. The calculation is
shown in Fig. 4. The simple analytic conditions are
reasonably close to the true marginal stability on these
figures. Further improved agreement could be achieved
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FIG. 4. Numerically calculated fast ion drive/damping for GAEs as a function of @ = w/we; and a = ‘k”/kl‘, when driven

by a beam distribution with (a) Ao = 0.7 for cntr-GAEs and (b) Ao = 0.3 for co-GAEs. Also, vg/va = 4.0, A\ = 0.3, and
assuming (we;) = 0.9. Red corresponds to net fast ion drive, blue to damping, and gray to regions excluded by the resonance
condition. Black line is the marginal frequency for fast ion drive predicted by the approximate analytic conditions in Eq. 40

and Eq. 41.

by substituting the full coupled dispersions from Eq. 1
into the formula for v) ;o5 in Eq. 4, though the resulting
boundaries would be implicit. The deviation from the
analytic line on the figure at very low « is due to the
inapplicability of the assumption ¢ < 1 which was used
to derive the approximate boundary, since very low «
implies very large ¢ according to Eq. 18, which has a
different instability condition, as discussed in Sec. IV B 2.

The variation of the growth rate as a function of «
is due to coupling between the shear and compressional
branches, as well as FLR effects, contained within Eq.
1 and Eq. 16. For large o > 1, the FLR functions in
Eq. 20c are valid, and as discussed previously, a — oo
is equivalent to & — 0. For the cntr-GAEs, #.¢ « Jg,
which peaks at £ = 0, thus explaining why the growth
rate in Fig. 4a increases monotonically with a for the
cntr-GAE, and eventually saturating. In contrast, the
co-GAEs have # ¢ oc JZ in this limit, which vanishes for
& — 0. When coupling with the compressional branch is
not taken into account, the co-GAE would also have its
growth rate strictly increasing with « since it would have
the same FLR function as the cntr-GAE.

Conversely, a — 0 implies £ — 0o, where all Bessel
functions decay to zero, such that the net drive vanishes
for small a.. For the co-GAE, the growth rate decreasing
at both large and small « results in a local maximum
in the growth rate at a ~ 1. When the coupling is ne-
glected, the maximum co-GAE growth rate is increased
by a factor of 4 relative to when coupling is included (in
addition to being shifted from o ~ 1 to @ — 00), whereas
the cntr-GAE growth rate is hardly affected.

B. CAE Stability

The cntr-CAEs also have a band of unstable frequen-
cies, though this band also depends on «. The analogous
inequalities using the approximate w ~ kv4 are

—— — an
va Virar T 1 Wei /) p=1

va VitaZ
CAE _
(w> < <Wcz> i (42)
Wei /o=t 3t A= (1= Ao (@ei))™ " + 1

The comparison between the full numerical calcula-
tion of fast ion drive as a function of @, « for cntr-CAEs
against this approximate boundary is shown in Fig. 5,
both when coupling to the shear branch is (a) included
and (b) neglected. The agreement between the approx-
imate condition and the numerical marginal stability is
quite reasonable in both cases. These two calculations
are shown in order to highlight the importance of includ-
ing this coupling, which comes from finite w/w.; and FLR
effects. Consider first the simpler case when no coupling
is present. Then the growth rate increases monotoni-
cally with « like it did for the cntr-GAE. The difference
between Eq. 42 for the cntr-CAEs and Eq. 40 for the
cntr-GAEs is the additional factor of a/v/1 + o2 for the
CAEs, which tends to one for large o, where Fig. 5b and
Fig. 4a agree with similar growth rates.

As was the case with the co-GAEs, the effect of cou-
pling between the two branches is also significant for the
cntr-CAEs, and for similar reasons. When coupling is in-
cluded, Eq. 20b shows that when « > 1 for cntr-CAEs,
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FIG. 5. Numerically calculated fast ion drive/damping for cntr-CAEs as a function of @ = w/we; and a = ’k“ /k L’ when coupling
to the shear branch is (a) included and (b) neglected. In both calculations, the modes are driven by a beam distribution with
Ao = 0.7, vo/va = 4.0, A\ = 0.3, and assuming (@¢;) =~ 0.9. Red corresponds to net fast ion drive, blue to damping, and
gray to regions excluded by the resonance condition. Black line is the marginal frequency for fast ion drive predicted by the

approximate analytic condition in Eq. 42.

IE « J3, which goes to zero for small £. In the ap-
proximation of no coupling, instead ¢ oc JZ, which is
maximized at £ = 0, just as /1G is, explaining the agree-
ment between Fig. 5b and Fig. 4a at large a. As with the
GAEs, the CAE growth rates go to zero for o — 0 since
this is the £ — oo limit of the Bessel functions, where
they decay. Hence, the cntr-CAE has a maximum in its
growth rate near a ~ 1 just as the co-GAE did in the pre-
vious section. Likewise, the inclusion of coupling reduces
the maximum cntr-CAE growth rate by almost an order
of magnitude for the beam parameters used in Fig. 5.
It is worth pointing out that the cntr-GAE growth rates
are larger than those for the cntr-CAEs at nearly every
set of mode and beam parameters, possibly explaining
why the GAEs were more frequently observed in NSTX
experiments. This may also explain why initial value
simulations of NSTX with the HYM code finds unstable
cntr-GAEs but not cntr-CAEs.60:66

The analysis of this section shows that coupling be-
tween the two branches (due to two-fluid effects in this
model) is important in determining the growth rate of the
cntr-CAEs and co-GAEs via their influence on the FLR
effects from the fast ions. Hence, a two fluid descrip-
tion of the thermal plasma (such as Hall-MHD) may be
important in order to accurately model cntr-CAEs and
co-GAEs.

VI. EXPERIMENTAL COMPARISON

An experimental database of CAE and GAE activity
in NSTX has previously been compiled and analyzed.%7
This database includes approximately 200 NSTX dis-

charges, separated into over 1000 individual 50 ms anal-
ysis windows. For each time slice, fluctuation power-
weighted averages of mode quantities were calculated.
The simplified instability conditions derived here relat-
ing the beam injection parameters to the mode param-
eters depends only on Ag,vg/va,w for GAEs, which are
relatively well-known and measured quantities. Hence,
a comparison can be made between the marginal fast
ion drive conditions and the experimental observations,
shown in Fig. 6. This comparison assumes that the ¢ <1
regime (which described the most unstable modes in HYM
simulations) is valid for the experimental modes.

The blue circles are amplitude-weighted observations
in discharges with Alfvénic activity determined to be
predominantly GAE-like. Specifically, the selected time
slices satisfy —10 < (n) < —4, (f) > 200 kHz, T, > 500
eV, and P, > 1 MW. These properties were found to
correlate with GAE-like modes dominating the spectrum
from inspection of the database.

The red triangles represent unstable cntr-GAEs from
HYM simulations with Ay = 0.5 — 0.9, covering the typ-
ical range for NSTX NBI distributions. The theory de-
veloped in this paper predicts net fast ion drive in the
shaded region between the two curves. Further analysis
of the linear simulation results shown on Fig. 6 will be
described in detail in a forthcoming paper.5% The simu-
lation set up and properties of the modes can be found
in Ref. 64. The simulations used equilibrium profiles
from the well-studied H-mode discharge #141398,” %43
and fast ion distributions with the same (X,v) depen-
dence studied in this work, and given in Eq. 5. The peak
fast ion density in all cases is ny/n. = 5.3%, matching
its experimental value in the model discharge.
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FIG. 6. Comparison between theory, simulations, and exper-
iment. (a) Blue circles represent amplitude-weighted quanti-
ties from 50 ms time windows of NSTX discharges identified
as having mostly cntr-GAE activity. Red triangles show cntr-
GAEs excited in HYM simulations. Theory predicts net fast
ion drive in the shaded region between the two curves, as in
Eq. 40.

The theoretically predicted unstable region according
to Eq. 40 lies in the shaded region between the two
curves, which was calculated with (@.;) = 0.9, motivated
by the mean value of the resonant fast ions in HYM sim-
ulations across a wide range of simulation parameters,
and also A\g ~ 0.7 as a characteristic value of the NSTX
beam geometry. There is strong agreement, especially
considering the variety of assumptions required to derive
the simplified stability boundaries. When evaluating the
instability bounds for the specific values of Ag, vo/va,
and w/we; for each data point shown in the figure, 82%
of the experimental points are calculated to be theoreti-
cally unstable, and 94% of the simulation points.

An analogous comparison would be more difficult
to perform for the other modes discussed in this pa-
per. First, co-propagating GAEs have not yet been
observed in experiments since their excitation requires
much smaller )y than was possible on NSTX. If they are
observed in future NSTX-U experiments, as they could
be in low field scenarios with the new, more tangential
beam sources, a comparison could be made. Moreover,
there appear to be fewer discharges dominated by cntr-
CAEs than cntr-GAEs, hence requiring time-intensive in-
spection of many discharges in order to confidently iden-
tify cntr-CAE modes for comparison. The cntr-CAE in-
stability boundaries (given in Eq. 42) also depend on
both w/we; and |k:” /k ¢|, increasing the parameter space
of the comparison. Nonetheless, these would be interest-
ing avenues for further cross-validation.
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Vil. SUMMARY AND DISCUSSION

The fast ion drive/damping for compressional (CAE)
and global (GAE) Alfvén eigenmodes has been inves-
tigated analytically for a model slowing down, beam-
like fast ion distribution in 2D velocity space, such as
distributions generated by neutral beam injection in
NSTX. Growth rate expressions previously derived by
Gorelenkov®® and Kolesnichenko®® were generalized to
retain all terms in kip,,, }kH/kL| and w/we; for sub-
cyclotron modes in the local approximation driven by
the Doppler-shifted ordinary (¢ = 1) and anomalous
(¢ = —1) cyclotron resonances. This general expres-
sion for fast ion drive was evaluated numerically to de-
termine the dependence of the fast ion drive/damping
on key distribution parameters (injection velocity v /v
and central trapping parameter A\g = uBy/E) and mode
parameters (normalized frequency w/w.; and direction
of propagation ‘kl\/ k J_|) for each mode type and reso-
nance. Retaining finite w/w.; and |]€|l/lﬂj_‘7 a source of
coupling between the shear and compressional branches,
was found to be responsible for significantly modifying
the cntr-CAE and co-GAE growth rate dependence on
|y /R

The derived growth rate led to an immediate corollary:
when 1—vﬁ7res/v§ < Ao (@ei), cntr-propagating modes are
strictly driven by fast ions while co-propagating modes
are strictly damped. This condition occurs due to a fi-
nite beam injection energy, and it uncovers a new insta-
bility regime that was not considered in previous studies,
which were valid only in the v)| .os < vo limit. For cases
where when 1 — Uﬁ,res/v(Q) < Ao {@ei) is not satisfied, ap-
proximate methods were employed to derive conditions
necessary for net fast ion drive. Previous analytic con-
ditions were also limited to delta functions in A, which
are a poor approximation for fast ions generated by NBI.
In this work, broad parameter regimes were identified
which allow for tractable integration, leading to the first
compact net fast ion drive conditions as a function of
fast ion and mode parameters which properly integrate
over the full beam-like distribution. For the narrow beam
case discussed in Sec. IV A, the sign of the growth rate
depends on a function of Ay only, similar to the insta-
bility regime studied previously.®®% Numerical integra-
tion showed that this result was only reliable for beams
much more narrow (AX < 0.1) than those in experiments
(AX =~ 0.3), underscoring the limitations of past results.
In particular, those previous studies identified k; p 5 > 1
and k) p1p > 2 as the most unstable parameters for cntr-
CAE and cntr-GAE instabilities, respectively, whereas
this work demonstrates that these instabilities may be
excited for any value of k1 p1p, with k) p1p < 1 instabil-
ities perhaps more common for NSTX conditions.

The approximation of a sufficiently wide beam (AX 2
0.2) in conjunction with a small or large FLR assump-
tion allowed the derivation of very simple conditions for
net fast ion drive, summarized in Table I. These expres-



sions depend on the fast ion injection velocity vy /v, cen-
tral trapping parameter \g, and mode properties w/w;,
|k|| /k L| which determine v ,s along with the cyclotron
resonance coefficient £. It is found that the wide beam,
small FLR assumption is valid over a wide enough range
of parameters (¢ = k1 v res/wei S 2) that it encompasses
the typical conditions for NSTX fast ions and properties
of the most unstable CAEs/GAEs inferred from experi-

ments and simulations.

Comparison between full numerical evaluation of the
exact analytic expression and the approximate stabil-
ity boundaries demonstrate excellent agreement within
the ranges of applicability. These regimes include fast
ion parameters motivated by TRANSP/NUBEAM mod-
eling of NSTX beam profiles, as well as properties
(w/weis |ky/kL|) of the most unstable modes excited in
hybrid simulations with the HYM code.%° In addition to
providing insight into an individual mode’s growth rate
as a function of fast ion parameters, the new instabil-
ity conditions also yield information about the proper-
ties of the unstable modes for a fixed beam distribution.
Namely, cntr-propagating GAEs are unstable for a spe-
cific range of frequencies (as a function of beam parame-
ters) nearly independent of ’k\l /k1 |, whereas cntr-CAEs
are more sensitive to ‘kl\ /k J_‘. This condition for cntr-
GAEs compares well against NSTX data across many
discharges, providing support for the theoretical under-
pinnings of the growth rate calculation, as well as the
series of mathematical approximations made to arrive at
these compact marginal stability conditions.

The approximate conditions for net fast ion drive were
only made possible by a series of simplifications, which
should be kept in mind when applying these results. Inte-
gration over space and pg were neglected, restricting the
analysis to 2D phase space. Moreover, the derived stabil-
ity boundaries do not include damping on the background
plasma, such that net fast ion drive as calculated in this
paper is a necessary but not sufficient condition for over-
all instability. Including the electron Landau damping
rate and the continuum/radiative damping due to inter-
action with the Alfvén continuum is an area for future
work.

The results derived here can be applied in the fu-
ture to help interpret experimental results and improve
physics understanding of first principles simulations. Ide-
ally, they can be used to guide expectations about the
spectrum of unstable modes that will be generated by
a specific neutral beam configuration. For instance, if a
specific mode is driven unstable by an initial beam distri-
bution, these expressions show where additional neutral
beam power may be added that would act to stabilize this
mode, or drive it further unstable, if desired. This en-
ables systematic analysis and prediction of scenarios like

those of the cntr-GAE stabilization observed in NSTX-
1.10,46,48
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Appendix A: Correction for finite frequency in small FLR
regime (( < 1)

Here, the correction due to finite @ for the wide beam,
low ¢ approximation is addressed. This term was ne-
glected in Sec. IV B. Including this term, the integral of

interest is

e [T (£ Y arn

~Jo (1—-2) \@

Lf(n) +wg(n)/2
th(n) —wf(n)
f(n) =1—n%+2nlogn (A3
9(n) = =2 = 3n+6n> —n° — 6nlogn (A4
h(n) =1—n+nlogn (A5

(A1)

= Ty = (AZ

>

)
)
)
)

This function can be approximated to leading order in
w < 1, and will take advantage of the known approxima-
tion from earlier f(n)/h(n) ~ 1 —n?/3.

) @ [ fm | gl
‘”O‘w+6[</z<m>+%<n>] (A0

2/3 W o3 (1_ 2/3)2

it A
0" n (A7)

~1-—n

The second term in the second line is the approxima-

tion to the function in brackets. Again using @ as a small

parameter, assume a solution of the form n = ny + wm

where 19 = (1—x)%/2. Then the leading order correction
in @ to the @ — 0 solution found in Sec. IV B is

Ul es ( 3wx3)
Vo = 1+
(1—a20)¥* 320

(A8)

Appendix B: Large FLR regime for CAEs ({ > 1)

Using the large ¢ > 1 (equivalently small o < 1) ex-
pansion for CAEs with £ = £1 gives 75 (€) ~ J3(&) ~



(1 —sin(2€))/¢. As in Sec. IVBZ2, the rapidly varying
sin(2¢) will average to zero in the integral, leaving

v e/lnfx_“(’)dx (B1)

1= )3/

Integrating and finding the marginal stability condi-
tion v = 0 results in

8v/n~t—1+44y/n(1 —n) — 37 — Garctan | ——1—
i \/77 + \/77 us arc an<2 )
O:
8 (\/77*1 — 1 — arccos \/ﬁ)
(B2)
m 1=l =y = B3
n Vo (1—370)5/6 ( )

The approximation in Eq. B3 has a maximum
global error of 3%. The instability condition for cntr-
propagating modes (£ = 1) is vo < V| res/(1 — 10)%/,
while the co-propagating modes (¢ = —1) are driven for
Vo > V|| res/ (1 — x0)°/6.
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