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Alfvén waves	can	exhibit	a	range	of	bifurcations	upon	their	
interaction	with	fast	ions2

FIG. 2. Average q-profile evolution from the LRDFIT equi-
librium code from three discharges. The inset at the upper-
right shows a cross-section of NSTX with the magnetic field
iso-surfaces at t = 320 ms, as reconstructed through the EFIT
code. The plasma is limited by the center stack.

radii of 69, 59 and 49 cm. The maximum acceleration
voltage is 90 kV. The injected species is deuterium. The
velocity of fast ions resulting from charge-exchange of the
injected neutrals is up to five times the Alfvén velocity.
Several resonant mechanisms are thus accessible to desta-
bilize waves in the Alfvén frequency range, and a large
variety of Alfvénic instabilities are commonly observed
[5].

Typical density and temperature profiles for the L-
mode discharges investigated here are shown in Fig. 1.
No direct measurements of the safety factor profile,
q(R, t), are available for the time of interest, t = 240�340
ms. A reconstruction of the average q(R, t) has been per-
formed through the equilibrium code LRDFIT by varying
the NB timing on a shot-to-shot basis. All the other ex-
perimental parameters are kept constant. The evolution
of the q value at the magnetic axis and at the minimum-q
location (q0 and q

min

, respectively) is presented in Fig. 2,
showing that the discharges under investigation have a re-
versed shear q profile. A cross-section of NSTX showing
the equilibrium magnetic surfaces is also shown in Fig. 2.

For this experiments, a magnetic configuration with
inner wall limited plasmas was chosen, cf. inset in Fig. 2.
The goal was to obtain a up/down symmetric configura-
tion, without a diverted region. This should simplify the
comparison with numerical codes, such as M3D-K [13],
simulating Alfvén modes in tokamak plasmas, which are
not yet able to simulate adequately the divertor region.
The results of the comparison between experiments and
simulation will be reported in a separate publication.

FIG. 3. (Top) Example of spectrogram showing TAE activity
in the range f = 70 � 200 kHz. (Bottom) Waveforms of NB
power (blue) and neutron rate (red). Note the drop of the
neutron rate at t ⇡ 360 ms, corresponding to an avalanche.

III. EXPERIMENTAL OBSERVATIONS ON TAE
DYNAMICS

A. General features of mode dynamics

Figure 3 illustrates a spectrogram from Mirnov coils
measuring magnetic field fluctuations close to the low-
field side vacuum vessel wall. Multiple modes are visible
in the frequency range 70� 200 kHz. They are identified
as toroidicity-induced Alfvén eigenmodes (TAE), desta-
bilized by the injected fast ions from NB injection. The
modes are fist destabilized during the current ramp-up
(t  200 ms). According to previous studies [14], in this
initial stage they are better characterized as reverse-shear
Alfvén eigenmodes (RSAEs). Starting from the begin-
ning of the current flat-top, they gradually evolve into
TAEs [7]. Toroidal mode numbers are n = 2 � 8. Typ-
ically, the dominant modes have n = 2, 3 and frequency
90 � 120 kHz. As the discharge evolves, the modes ex-
hibit a quasi-stationary behavior, then their dynamics
becomes more turbulent, especially when a second NB
source is added. After that, relatively large excursions in
both amplitude and frequency are measured, eventually
ending up with a dramatic burst of TAE activity. The
latter is dubbed avalanche, and correlates with a drop
in the volume-averaged neutron rate of up to 30% [6][7].
Note that only down-chirping TAE modes are observed
on NSTX, contrary to other experiments from which both
upwards and downwards frequency sweeps have been re-
ported [9][15]. The mode evolution described above is
representative of discharges spanning a broad range of
plasma parameters (e.g. density and temperature) and
moderate NB power, below ⇡ 3 MW. At higher power,
the plasma eventually undergoes a transition from L to
H confinement mode. The analysis of avalanches in H
mode is beyond the scope of this paper.

Major	question:	why	is	chirping	common	in	spherical	tokamaks	and	rare	in	conventional	tokamaks?

Podestà et	al,	Nucl.	Fusion 51 063035 (2011)

Heidbrink,	Plasma	Phys.	
Control.	Fusion 37 937	(1995)

Each	chirp	induces	fast	ion	losses

Chirping	is	a	
gateway	to	
avalanches
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sequently, of the dispersion relation), for example in the
case of Alfvén Cascades [8]. Chirping is faster and harder
to suppress using external control.

Chirping modes can have frequency shifts greater than
the linear growth rate “

L

and are observed to be pre-
cursors of even worst scenarios, known as avalanches. A
spectrogram showing repetitive chirping cycles followed
by avalanches for toroidal Alfvén eigenmodes (TAEs) in
NSTX, for several toroidal mode numbers, is presented
in Fig. 1(a). The inset shows four of the chirping events
and indicates that it consists mostly of a down-chirping.
The system preference for a direction (up or down in
frequency) has been theoretically linked with the com-
petition between di�erent collisional processes [9]. Fig.
1(b) shows very significant neutron rate drop correlating
with the avalanches.

The long-range chirping evolution was described by the
Berk-Breizman prediction for the frequency variation ”Ê
scaling with the bounce frequency Ê

b

to the power of 3/2
[6]. It has been successfully used for applications that
include the inference of mode amplitude on MAST [10]
and the estimation of kinetic parameters such as drive
and damping in JT-60U [11] and in NSTX [12].

The present work however focuses on establishing the
conditions for chirping onset rather than modeling their
long-term evolution in order to predict the likely charac-
ter of EP transport. The EP losses are typically di�usive
(e.g. due to mode overlap, turbulence and collisional
scattering) or convective (as a result of chirping oscilla-
tions and collisional drag). We describe the methodol-
ogy for the generalization of previous works and we show
how it is possible to include micro-turbulent stochastic-
ity, which is shown to compete, and even greatly exceed,
collisional scattering in many tokamak experiments and
therefore needs to be added to the stochasticity intro-
duced by pitch-angle scattering.

Chirping and quasilinear (QL) regimes correspond to
two opposite limits of kinetic theory. Since they may be
competing mechanisms in the modification of the distri-
bution of fast ions in tokamaks (and their consequent
transport), their parameter-space regions of applicabil-
ity need to be carefully addressed. The derivation of the
QL di�usion equations [13, 14] relies on averages, over
a statistical ensemble, that smooth out the distribution
function. In order to justify the resulting smooth, coarse-
grained distribution, stochastic processes (which can be
intrinsic due to mode overlap or extrinsic due to colli-
sions) need to to be invoked. The fast-varying response
associated to the ballistic term is disregarded, which im-
ply that entropy is no longer conserved. Consequently,
QL theory kills phase correlations and cannot capture
chirping events, since chirping needs time coherence from
one bounce to the next in order to move nonlinear struc-
tures altogether over phase space. QL di�usion theory
needs phase decorrelation, i.e. particles need to be ex-
pelled from a phase-space resonant island at a time less

than the nonlinear bounce time. This means that there
are no particles e�ectively trapped. Due to the reduced
dimensionality of phase space, the QL description is less
computationally demanding than the full nonlinear de-
scription needed to capture chirping. It also is much
less computationally expensive than particle codes. A
criterion for chirping likelihood is an important element
for identification of parameter space for QL theory ap-
plicability for practical cases and consequent validation
of reduced models. An example of such models is the
Resonance-Broadened Quasilinear (RBQ) code [15]. It
uses the usual structure of the QL system written in
action-angle variables [16] with a broadened resonance
width that scales with bounce frequency, growth rate and
collisional frequency [17, 18].

In this work, we build predictive capabilities regarding
the likelihood of the nonlinear regime, which can be use-
ful for burning plasma scenarios. If further validated and
verified, the developed methodologies could be of prac-
tical importance for predictive tools of EP distribution
relaxations in the presence of Alfvénic instabilities. This
is especially important for the development of the re-
duced models since their methodologies critically depend
on that.

This paper is organized as follows. In Sec. II the pro-
posed theoretical methodology is presented. In Sec. III
the numerical procedure is presented along with experi-
mental analysis of results. Discussions are presented in
Sec. IV. and the Appendix is devoted to discussions on
the chirping likelihood in terms of the beam injection
energy.

Figure 1. (a) Spectrogram showing chirping associated with
toroidal Alfvén eigenmodes (TAEs) for several toroidal mode
numbers and (b) neutron loss rates in NSTX shot 141711
correlating with the TAE avalanches. The small inset shows
a zoomed region with mostly down-chirping.
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Chirping	is	supported	by	phase-space	holes	and	clumps

Two	typical	scenarios	for	fast	ion	losses:

Diffusive	transport	(typical	for	fixed-frequency	modes)
• can	be	modeled	using	reduced	theories

o e.g.,	quasilinear	theory
Convective	transport	(typical	for	chirping	frequency	modes)
• Requires	capturing	full	phase-space	dynamics

o expensive	nonlinear	simulations

distribution tends towards an unmodulated plateau, such a
state is actually unstable with respect to modes whose
phase velocities are shifted from the initial wave-particle
resonance towards the plateau edge, a claim that will be
justified shortly. An analogous story can be told for the near
threshold case, where dissipation acts overall to produce a
similar plateau, albeit in a more sophisticated way. The area
of phase space perturbed by the initial plasma wave is small
when γd=γL ≲ 1, so the sidebands formed from the incom-
plete phase mixing interact strongly with the bulk plasma
mode. The interaction results in several stages of rise and
fall in the wave amplitude, each successively larger, until
eventually a plateau establishes from which chirping modes
develop [as seen in Fig. 1(b)].
The unstable nature of an unmodulated phase space

plateau is demonstrated via linear stability analysis of the
shelflike distribution shown in Fig. 3. Following the
method of Landau, [21], the time asymptotic behavior of
the linearized system is of the form expð−iωtÞ, where ω is
the solution to

ε ¼ 1 − ω2
p

ωðωþ iνcÞ
− jej2

meε0k

Z
∞

−∞
∂F0=∂v
kv − ω

dv ¼ 0: (2)

The shelf half-width, Δv, is small compared to ωp=k,
meaning ωR ≈ ωp (where the subscripts R and I denote real
and imaginary parts). In this limit, the cold electron
contribution to ε simplifies, and the dispersion relation
takes the form

ε¼ 2

ωp

!
δωþ iγdþ

γL
π

"
log ½kΔv−δω&− log ½kΔvþδω&

þ 2δωkΔv
δω2− ðkΔvÞ2

#$
¼ 0; (3)

where log denotes the complex logarithm.
A numerical investigation of Eq. (3) reveals three roots

with phase velocities within the plateau. The existence of
two extra roots beyond that of the classic instability is due,
in a beamlike fashion, to the discontinuities in the dis-
tribution at the shelf edges. In the absence of dissipation,
there is a critical width, given by kΔv ¼ 4γL=π, at which all
three roots coalesce at the origin. In fact, the dissipationless
case always has a root with δω ¼ 0. Below the critical
width, it is complemented by a stable-unstable conjugated
pair on the imaginary axis (Fig. 4). In this case, instability

FIG. 2 (color online). Snapshots of the resonant fast particle distribution function for γd=γL ¼ 0.1 that display (a) the initial phase
mixing followed by (b) the almost spatially uniform plateau with sideband trapping regions forming close to the edge, and finally (c) a
detaching hole-clump pair. Obtained using BOT [10,20].

FIG. 3 (color online). Model “shelf” distribution for the fast
particles.

FIG. 4 (color online). Motion of the two nontrivial roots of
Eq. (3) for γd ¼ 0 as the shelf width increases from below (red
dashed) to above (blue dotted) the critical value kΔv ¼ 4γL=π.

PRL 112, 155002 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending

18 APRIL 2014

155002-3

Stochasticity	hinders	the	formation	of	
holes	and	clumps,	preventing	chirping

hole

clump

Lilley	and	Nyqvist,	Phys.	Rev.	Lett. 102,	195003	(2014)

5



Chirping	is	supported	by	phase-space	holes	and	clumps

Two	typical	scenarios	for	fast	ion	losses:

Diffusive	transport	(typical	for	fixed-frequency	modes)
• can	be	modeled	using	reduced	theories

o e.g.,	quasilinear	theory
Convective	transport	(typical	for	chirping	frequency	modes)
• Requires	capturing	full	phase-space	dynamics

o expensive	nonlinear	simulations

distribution tends towards an unmodulated plateau, such a
state is actually unstable with respect to modes whose
phase velocities are shifted from the initial wave-particle
resonance towards the plateau edge, a claim that will be
justified shortly. An analogous story can be told for the near
threshold case, where dissipation acts overall to produce a
similar plateau, albeit in a more sophisticated way. The area
of phase space perturbed by the initial plasma wave is small
when γd=γL ≲ 1, so the sidebands formed from the incom-
plete phase mixing interact strongly with the bulk plasma
mode. The interaction results in several stages of rise and
fall in the wave amplitude, each successively larger, until
eventually a plateau establishes from which chirping modes
develop [as seen in Fig. 1(b)].
The unstable nature of an unmodulated phase space

plateau is demonstrated via linear stability analysis of the
shelflike distribution shown in Fig. 3. Following the
method of Landau, [21], the time asymptotic behavior of
the linearized system is of the form expð−iωtÞ, where ω is
the solution to

ε ¼ 1 − ω2
p

ωðωþ iνcÞ
− jej2

meε0k

Z
∞

−∞
∂F0=∂v
kv − ω

dv ¼ 0: (2)

The shelf half-width, Δv, is small compared to ωp=k,
meaning ωR ≈ ωp (where the subscripts R and I denote real
and imaginary parts). In this limit, the cold electron
contribution to ε simplifies, and the dispersion relation
takes the form

ε¼ 2

ωp

!
δωþ iγdþ

γL
π

"
log ½kΔv−δω&− log ½kΔvþδω&

þ 2δωkΔv
δω2− ðkΔvÞ2

#$
¼ 0; (3)

where log denotes the complex logarithm.
A numerical investigation of Eq. (3) reveals three roots

with phase velocities within the plateau. The existence of
two extra roots beyond that of the classic instability is due,
in a beamlike fashion, to the discontinuities in the dis-
tribution at the shelf edges. In the absence of dissipation,
there is a critical width, given by kΔv ¼ 4γL=π, at which all
three roots coalesce at the origin. In fact, the dissipationless
case always has a root with δω ¼ 0. Below the critical
width, it is complemented by a stable-unstable conjugated
pair on the imaginary axis (Fig. 4). In this case, instability

FIG. 2 (color online). Snapshots of the resonant fast particle distribution function for γd=γL ¼ 0.1 that display (a) the initial phase
mixing followed by (b) the almost spatially uniform plateau with sideband trapping regions forming close to the edge, and finally (c) a
detaching hole-clump pair. Obtained using BOT [10,20].

FIG. 3 (color online). Model “shelf” distribution for the fast
particles.

FIG. 4 (color online). Motion of the two nontrivial roots of
Eq. (3) for γd ¼ 0 as the shelf width increases from below (red
dashed) to above (blue dotted) the critical value kΔv ¼ 4γL=π.

PRL 112, 155002 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending

18 APRIL 2014

155002-3

Stochasticity	hinders	the	formation	of	
holes	and	clumps,	preventing	chirping

Resonance	Broadening	Quasilinear	(RBQ)	code
(later	in	this	talk)

hole

clump

Lilley	and	Nyqvist,	Phys.	Rev.	Lett. 102,	195003	(2014)
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Starting point:	the evolution equation for	mode amplitude	A near marginal	stability:
Berk,	Breizman and	
Pekker,	PRL	1996
Lilley,	Breizman and	
Sharapov,	PRL	2009

8

A	criterion for	the likelihood of chirping onset in	tokamaks
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Starting point:	the evolution equation for	mode amplitude	A near marginal	stability:

destabilizing (makes
integral	sign flip)

Berk,	Breizman and	
Pekker,	PRL	1996
Lilley,	Breizman and	
Sharapov,	PRL	2009

Blow up of A	in	a	finite time->	system	enters a	strong nonlinear phase (chirping likely)
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>0:	fixed-frequency solution likely
<0:	chirping likely to occur
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Chirping	criterion:
Blow up of A	in	a	finite time->	system	enters a	strong nonlinear phase (chirping likely)

10

(nonlinear prediction from linear	physics elements->incorporated into the linear	NOVA-K	code )

Duarte	et	al,	Nucl.	Fusion 57 054001	(2017)
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>0:	fixed-frequency solution likely
<0:	chirping likely to occur

Starting point:	the evolution equation for	mode amplitude	A near marginal	stability:

stabilizing destabilizing (makes
integral	sign flip)
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Pekker,	PRL	1996
Lilley,	Breizman and	
Sharapov,	PRL	2009

Chirping	criterion:
Blow up of A	in	a	finite time->	system	enters a	strong nonlinear phase (chirping likely)
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Correlation	between	chirping	onset	and	a	marked	reduction	
of	the	turbulent	activity	in	DIII-D

D3D #152818

0.80 0.85 0.90 0.95 1.00
t [s]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

χ i
 [m

2 /s
]

χi
Te
Ti

0

1

2

3

4

5

6

T e
,i [

ke
V]

D3D #152823

0.80 0.85 0.90 0.95 1.00 1.05 1.10 1.15
t [s]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

χ i
 [m

2 /s
]

0

1

2

3

4

5

6

T e
,i [

ke
V]

D3D #152828

0.7 0.8 0.9 1.0 1.1 1.2
t [s]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

χ i
 [m

2 /s
]

0

1

2

3

4

5

6

T e
,i [

ke
V]

D3D #152818

0.80 0.85 0.90 0.95 1.00
t [s]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

χ i
 [m

2 /s
]

χi
Te
Ti

0

1

2

3

4

5

6

T e
,i [

ke
V]

D3D #152823

0.80 0.85 0.90 0.95 1.00 1.05 1.10 1.15
t [s]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

χ i
 [m

2 /s
]

0

1

2

3

4

5

6

T e
,i [

ke
V]

D3D #152828

0.7 0.8 0.9 1.0 1.1 1.2
t [s]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

χ i
 [m

2 /s
]

0

1

2

3

4

5

6

T e
,i [

ke
V]

D3D #152818

0.80 0.85 0.90 0.95 1.00
t [s]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

χ i
 [m

2 /s
]

χi
Te
Ti

0

1

2

3

4

5

6

T e
,i [

ke
V]

D3D #152823

0.80 0.85 0.90 0.95 1.00 1.05 1.10 1.15
t [s]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

χ i
 [m

2 /s
]

0

1

2

3

4

5

6

T e
,i [

ke
V]

D3D #152828

0.7 0.8 0.9 1.0 1.1 1.2
t [s]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

χ i
 [m

2 /s
]

0

1

2

3

4

5

6

T e
,i [

ke
V]

13Duarte	et	al,	Nucl.	
Fusion 57 054001	(2017)

• Diffusivity drop due to
L→H	mode transition

• Strong	rotation shear
was observed

• This observation
motivated DIII-D	
experiments to be
designed to further test
the hypothesis of low
turbulence associated
with chirping



Dedicated	experiments	showed	
that	chirping	is	more	prevalent	in	
negative	triangularity DIII-D	shots

• Transport	coefficients	calculated	in	TRANSP	are	2-3	
times	lower	in	negative	triangularity,	as	compared	
to	the	the	usual	positive/oval	triangularity

14
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For the resonances to be linearly destabilizing to positive 
energy waves, Int (plotted in figure 2) is the only component 
of the criterion (3) that can be negative from the phase-space 
regions which contribute positively to the instability growth. 
N is a normalization factor consisting of the same sum that 
appears in equation (3) except for Int. Thus, in NOVA-K we 
use the contributions from each resonance weighted in accord 
with the appropriate eigenfunction (that fits the measured 
field structure) and the position in phase space of the resonant 
interaction. We will see that this procedure produces quite a 
different conclusion from the less detailed method that uses a 
single characteristic factor, as is the case in figure 1.

Non-steady oscillations, with the likelihood of chirp-
ing, are predicted to occur if Crt  <  0 while a steady (fixed-
frequency) solution exists if Crt  >  0. However, we see from 
figure 2 that Int could be an order of magnitude larger in phase 
space regions where / !ν ν 1.04stoch drag  compared with regions 
where / !ν ν 1.04stoch drag . Hence, because of this disparity, it 
can turn out that a choice of the use of a single characteristic 
value for /ν νstoch drag, would lead to a positive value for Crt 
while the use of the appropriately weighted average leads to 
a negative value for Crt. Such a change is indeed the case for 
all the TFTR and DIII-D modes and for most of the NSTX 

modes shown in figure  1, where νstoch was considered sim-
ply as νscatt. The reason for this sensitivity is that there will 
always be a contribution to Crt from a phase space region 
where / ≪ν ν 1scatt drag  because our modeling of the pitch angle 
scattering coefficient goes to zero as µ vanishes [26]. Hence 
even when the characteristic value of /ν νscatt drag is substantially 
greater than unity, one still can find that Crt  <  0.

The above observation indicates that pitch-angle scat-
tering νscatt may not always be the dominant mechanism in 
determining νstoch. Hence, we now introduce the contribution 
of fast-ion electrostatic micro-turbulence for the determina-
tion of νstoch through the following procedure introduced by 
Lang and Fu [27]. The TRANSP code [28] is employed to 
obtain the thermal ion radial thermal conductivity, χi (which 
is essentially the particle diffusivity, Di [29]) based on power 
balance. The heat diffusivity due to collisions is subtracted 
out and the remaining diffusivity is attributed to micro- 
turbulence interaction with the ions. Then the EPs diffusivity 
is estimated by using the scalings determined in a gyrokinetic 
simulation of electrostatic turbulence [30], which for pass-
ing particles gives /≈D D T E5 i iEP EP. In the experiments we 
analyzed, the drive was mostly from the passing particles and 
therefore we used this relation as an estimate for DEP. The 
response of the resonant EPs to perturbing fields is essentially 
one-dimensional [18] and produces steep gradients in the EP 
distribution in this perturbing direction. We can then accu-
rately account for the diffusion that is directed in all phase 
space directions, by projecting the actual diffusion from all 
these directions onto the steepest gradient path defined by the 
one-dimensional dynamics, using the specific relation given 
by equation  (2) of [27]. Details of the method are given in 
[26].

In considering the classical transport processes, we only 
included the dominant transport process of pitch angle 
scattering, which is larger than energy scattering by a fac-
tor  ∼ /E TiEP . Also, the collisional effects from beam-beam 
interactions have been neglected since they are smaller than 
the beam-background interactions by a factor  ∼ /n nb i, with nb 
being the density of the EPs injected by the neutral beam and 
ni the background ion density. RF fields have been shown to 

Figure 1. Comparison between analytical predictions with 
experiment when single characteristic values for phase space 
parameters are chosen. The dotted line delineates the region of 
existence of steady amplitude solutions of the cubic equation (2) 
while the solid line delineates the region of stability, as predicted 
by [16]. Modes that chirped are represented in red and the ones 
that were steady are in black, as experimentally observed for TAEs, 
RSAEs and BAAEs in DIII-D (circular discs), TAEs in NSTX 
(diamonds) and TAE in TFTR (square).

Figure 2. Int (equation (4)) plotted in terms of local values of 
/ν νstoch drag.
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ply as νscatt. The reason for this sensitivity is that there will 
always be a contribution to Crt from a phase space region 
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scattering coefficient goes to zero as µ vanishes [26]. Hence 
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is essentially the particle diffusivity, Di [29]) based on power 
balance. The heat diffusivity due to collisions is subtracted 
out and the remaining diffusivity is attributed to micro- 
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scattering, which is larger than energy scattering by a fac-
tor  ∼ /E TiEP . Also, the collisional effects from beam-beam 
interactions have been neglected since they are smaller than 
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being the density of the EPs injected by the neutral beam and 
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Before	chirping,	265ms

During	chirping,	290ms

Electrostatic	turbulence	fluctuation
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Before	chirping,	265ms

During	chirping,	300ms
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GTS	global	gyrokinetic analyses	show	turbulence	reduction	for	
rare	NSTX	Alfvénic transitions	from	fixed-frequency	to	chirping

Duarte	et	al,	Nucl.	Fusion 58 082013	(2018)
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Chirping is ubiquitous in	NSTX	but rare in	DIII-D,	which is consistent with the inferred fast ion micro-turbulent
levels
Similar	agreement was later	found in	ASDEX-U	[Lauber et	al,	IAEA	inv.	talk 2018]

Chirping	criterion	explains	different	spectral	behavior	in	
spherical	vs	conventional	tokamaks	

Arrows	represent	
how	much	
turbulent	
diffusion	changes	
the	prediction	
with	respect	to	
collisions	alone

Transport in	NSTX	
in	mostly
neoclassical at	the	
ion	scale

Duarte	et	al,	Nucl.	
Fusion 57 054001	(2017)
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Alfvénic chirping	is	unlikely	but	cannot	be	ruled	out	in	ITER	

20

Predictions	for	the	most	unstable	(n=7-11)	TAEs	in	ITER	are	near	threshold	between	fixed	
frequency	and	chirping,	based	on	TRANSP	analysis,	requiring	Q>10

V.N. Duarte et al

7

that Alfvénic waves will assume in ITER. This can be helpful 
in anticipating the theoretical and numerical tools that may 
need to be developed and employed. For example, for situa-
tions in which chirping is not expected to take place, reduced 
quasilinear modeling [63–65] can be enough for a quantitative 
assessment of fast ion redistribution due to Alfvénic modes.

ITER plasma performance can change considerably 
depending on the relative external heating power between 
NBI, ion cyclotron resonant heating (ICRH) and electron 
cyclotron resonant heating (ECRH). Heating mixes with high 
NBI power increase the toroidal rotation and the fusion yield 
but have the disadvantage of triggering Alfvénic instabilities 
[66]. Therefore it is necessary to consider Alfvénic spectral 
behavior for the main three scenarios [67] and make use of 
different plasma profiles that the TRANSP code predicts for 
them. The first scenario is a reversed shear, advanced (steady 
state) scenario in which most of the plasma current is driven 
non-inductively (bootstrap current), with the current density 
peak displaced from the center and a non-monotonic safety 
factor q profile. The second scenario is an elmy H mode, in 
which q is minimum (with a value just below 1) at the center. 
Finally, the third scenario is a hybrid one, that has weak or low 
magnetic shear and the current, although modified externally, 
does not completely rely on non-inductive mechanisms.

We utilize plasma parameters from a previous TRANSP/
TSC analysis [57], requiring Q ! 10 (where Q is the ratio 
between the power generated by fusion reactions and the 
power input to the plasma). We employ the mode structures 
and resonances previously reported in [57], which had their 
linear stability already assessed. For each ITER scenario, we 
take the most linearly unstable modes and limit ourselves to 
toroidal mode numbers n from 7 to 11.

In order to be able to account for distinctive turbulence levels 
for each of the three baseline scenarios, we use the results of 
[32] to scale the fast ion diffusivity with the thermal ion one, 
which is obtained with TRANSP. We note that Albergante 
et  al [68–70] used the GENE code [71] to study the diffu-
sivity of fast ions due to ITG turbulence specifically for ITER-
relevant scenarios [6, 67]. An alternative for our study would 
be to use the computed fast ion diffusivity in terms of the par-
allel and perpendicular components of the velocity, shown in 
figure 6 of [68]. We note that the figure was produced for the 
specific case of E = 30Te . However, to make an estimate less 
approximate, one can use the result in figure 5(b) of [68] that 
shows the dependence of the diffusivity on the temperature, 
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can be used as a correction factor to the diffusivity resolved in 
velocity for the case E = 30Te , in order to have a better esti-
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ature for each specific ITER case. Interestingly, we find that 
the scalings found in [32] provide values for DEP reasonably 
compatible with the ones extracted from Albergante’s work, 
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used in the analysis are shown in figure 8, overlaid with the 
envelopes of the continua. These envelopes were calculated 
by interpolating the tips of each continuum curve, using high 

Figure 9. Evaluation of the chirping criterion Crt [10, 22] for 
the baseline scenarios (a) reversed shear, (b) hybrid and (c) elmy 
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Validated	chirping	criterion	predicts	when	fast	ion	
transport	can	be	modeled	with	reduced	models

21

• Reduced	transport	models	are	only	applicable	when	details	of	phase-space	dynamics	are	
unimportant	(no	chirping	modes)

• Nonlinear	theory	has	been	used	to	develop	a	criterion	for	when	chirping	is	likely	to	occur

• Stochasticity	destroys	phase	space	coherence	necessary	for	chirping	
o less	turbulence	favors	chirping	à confirmed	in	negative	triangularity experiments

• Chirping	criterion	explains	why	chirping	is	ubiquitous	in	NSTX	and	rare	in	DIII-D	
o predicts	that	chirping	is	possible	but	unlikely	in	ITER



Outline

Part	I:	Prediction	of	the	nonlinear	spectral	character	of	Alfvén waves

• Chirping	vs	quasi-steady	frequency	responses	and	the	applicability	of	reduced	models
• A	criterion	for	the	chirping	onset
• Analysis	of	NSTX	and	DIII-D	data
• Predictions	for	ITER	scenarios

Part	II:	Reduced	quasilinear	modeling	of	fast	ion	losses

• Development	of	the	broadened	quasilinear	framework
• Verification	and	validation	exercises
• Integration	of	the	Resonance	Broadened	Quasilinear	(RBQ)	code	into	TRANSP

o modeling	of	DIII-D	critical	gradient	experiments



Critical	gradient	behavior	in	DIII-D	suggests	that	quasilinear	
modeling	is	a	viable	tool	for	fast	ion	relaxation

• Fully	nonlinear	modeling	of	fast	ion	
interaction	with	Alfvénic modes	in	a	
realistic	tokamak	is	numerically	
expensive

• Reduced	(but	still	realistic)	modeling	can	
be	exploited	if	linear	mode	properties	do	
not	change	faster	than	the	equilibrium,	
e.	g.,

– eigenstructure
– resonance	condition	

• Simulations	need	to	cope	with	the	
simultaneous	excitation	of	multiple	
unstable Alfvénic instabilities

comparisons show only slight differences from the results
reported here. In general, ~Γ can be a time-dependent
quantity as fast ions diffuse in space and energy. Here,
we take h∇ · ~Γi to be the time average of the half period
when the beam is either on or off, as indicated in Fig. 2(c).
In Fig. 3(a), the SSNPA diagnostic shows that transport

suddenly begins to increase above a threshold of Pthresh ¼
3.6" 0.5 MW beam power, while in Fig. 3(b), the neutron
emission indicates Pthresh ¼ 2.9" 0.4 MW. In order to
understand what sets the transport threshold, we use a
procedure similar to the one in Ref. [16] to examine the
interaction of the modulated population of particles with
the AEs excited in the experiment. The linear ideal
magnetohydrodynamic code NOVA [17] is used to compute
the eigenmode frequencies and structures for DIII-D
discharge no. 159243 at t ¼ 790 ms, which had 6.4 MW
of tangential beam injection. The amplitudes of eight
RSAEs and three TAEs are scaled to match experimental
values based on ECE temperature fluctuation measure-
ments for five discharges in the same power scan at similar
time slices when qmin ∼ 2.9 [18]. The TRANSP code [19]
calculates the classical particle distribution function of the
modulated beam. Next, the ORBIT algorithm described in
Ref. [20] is used to determine which portions of fast-ion
phase space have good Kolmogorov-Arnold-Moser (KAM)
surfaces and which orbits reside in islands and stochastic
regions formed by wave-particle resonances. Figure 4
shows the results of this analysis for E ¼ 70 keV particles
in the portion of phase space diagnosed by the SSNPA.
Here, μ is magnetic moment, B0 is the on-axis magnetic
field, Pζ is the canonical toroidal angular momentum,
and Ψw is the poloidal magnetic flux at the last closed

flux surface. At 3.7 MW, good KAM surfaces are preserved
throughout the region diagnosed by the SSNPA, so
negligible transport is expected. At 6.4 MW, nearly all
surfaces are destroyed, so large transport is expected.
These theoretical results are in good agreement with

experiment. In Fig. 3(a), the stochasticity, or fraction of
SSNPA phase space with broken surfaces after 15 toroidal
transits (4 μs), is plotted beside the experimental data. The
experimental threshold for stiff transport coincides with the
theoretical points, confirming that the onset of stochasticity
is responsible for the jump in transport. Additional obser-
vations support this conclusion. (1) The threshold for
appreciable transport is lower for diagnostics with broad
sensitivity in phase space [such as the neutrons in Fig. 3(b)]
than for diagnostics with narrow sensitivity (such as the
SSNPA). Stochastic orbits do exist in lower-power dis-
charges in some portions of phase space, so a diagnostic
like the neutron detector that encompasses the entire region
of phase space shown in Fig. 4 observes enhanced transport
at low-power levels. (2) A power scan using perpendicular
beams enhances the wave-particle resonances in the
trapped portion of phase space. Diagnostics that are
sensitive to trapped particles measure a lower-power thresh-
old for this perpendicular power scan, while diagnostics
that are sensitive to passing particles measure a lower-
power threshold in the tangential power scan.
The FIDA diagnostic provides profile measurements of

the copassing fast-ion population. Figure 5 shows that
transport of the modulated beam particles is localized to the
midcore radii, corresponding to the location of multiple
RSAEs. These observations are consistent with critical-
gradient behavior in that the modulated beam particles act
to perturb the driving gradient, and the particles are
consequently redistributed so that the gradient is main-
tained below the critical value for mode stability. The
measured divergence of flux is also nonzero near the
magnetic axis, which may be due to the sampling of a
portion of trapped fast ions whose large orbit size allows
interaction with midcore AEs. While the gyroradius
of a 70 keV fast ion near qmin is ∼2.3 cm, the width of

Fast-Ion Transport

FIG. 3. Time-averaged divergence of modulated flux, i.e.,
transport, inferred from the (a) SSNPA and (b) neutron emission
for the first half (triangles pointing up) and second half (triangles
pointing down) of the modulation period. Error bars are the
standard error of the time average over the half period. The onset
of transport corresponds to the theoretical level of stochasticity
[solid squares in (a)].

FIG. 4. ORBIT analysis shows that particle orbits in the indicated
SSNPA diagnostic region of sensitivity are stochastic in the
6.4 MW case but not stochastic in the 3.7 MW case.
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Critical	gradient	is	often	observed	in	DIII-D	
- stiff,	resilient	fast	ion	profiles	as	beam	power	varies
-stochastic	fast	ion	transport	(mediated	by	
overlapping	resonances)	gives	credence	in	using	a	
quasilinear	approach

Collins	et	al,	Phys.	Rev.	Lett. 116,	095001	(2016)

the trapped banana orbit is ∼40 cm, more than half of the
plasma minor radius. At the end of the current ramp, the
equilibrium (bulk) FIDA density profiles appear
“clamped,” with peak density no longer increasing despite
increased beam power [Fig. 5(c)].
The fast-ion losses at the modulated beam frequency also

suddenly increase above a threshold in driving beam power.
In addition, the fast-ion losses exhibit larger, more frequent
transient bursts as beam power increases, appearing as a
growing tail of the probability distribution function of the
intermittency (Fig. 6). Here, intermittency is defined as the
raw data divided by the smoothed data (sampled at 1 MHz
and boxcar averaged with 0.1 ms window). While the total
AE power decreases in time through the current ramp, the
types of AEs evolve [as can be seen in the spectra in
Figs. 1(a) and 1(b)], with strong, simultaneous RSAEs and
TAEs generally occurring from 700 to 800 ms, correspond-
ing to a peak in the intermittent activity. In theory, if many
overlapping modes are present, particle diffusion can occur
over a larger portion of phase space, leading to an
avalanche of global redistribution and losses [21]. While
an absolute calibration of losses to assess the degree of wall
heating in the existing experiment is not available, it is
conceivable that the combination of AE-induced diffusive
and intermittent losses could be unacceptable in future

burning plasma devices, and further characterization of the
operative regime for this loss mechanism is needed.
For predictive studies of AE-induced transport, a fully

self-consistent numerical treatment would evolve the AE
structures, amplitudes, and frequencies with the fast-ion
distribution function and equilibrium plasma profiles.
Although recent progress has been impressive [22,23], this
approach is very expensive computationally. As an alter-
native, reduced models aim to make computation efficient
by avoiding detailed nonlinear calculations of wave-particle
resonances and saturated mode amplitudes, but accuracy
must be evaluated through experimental validation. While
the isotropic, fusion produced alpha particle distribution
function expected in the International Thermonuclear
Experimental Reactor (ITER) cannot be produced in
present-day devices where neutral beams drive anisotropic
fast ions, it is predicted that many small-amplitude AEs will
similarly be present in ITER [24]. The measurements of
diffusive and intermittent transport presented in this Letter
can be used to quantitatively validate AE critical-gradient
“stiff” transport models, giving greater confidence when
applying the numerical tool to ITER.
In recent work, the relaxed fast-ion pressure profile is

calculated by assuming that AE-induced fast-ion transport
is stiff above either the AE linear stability threshold [7] or a
microturbulent threshold [25]. The experimental results

FIG. 5. (a) Radial profile of ECE power spectra at a single time
slice. RSAEs occur at the minimum in q. (b) Fast-ion transport
measured with FIDA is localized to the midcore radii as beam
power increases. (c) At increasingly high beam powers, FIDA
density profiles at t ¼ 1035 ms are unchanged.

FIG. 6. (a) Spikes in the FILD data increase with beam power
quantified in (b) as a skewed tail in the event distribution function
of the raw signal divided by the 0.1 ms running average.
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trajectory, which motivates the variable change Jp ! E (Jp, P', µ) = E (J1, J2, J3). The

following operator is intended to act on a function f = f (Jp, P', µ):
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Now the above operator is rewritten to act on a function g = g (E , P', µ)3:
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, which are the poloidal, toroidal and gyro frequencies, respectively. For resonant

particles l1!1 + l2!2 + l3!3 is equal to the mode frequency !. l2 is minus the toroidal mode

number, �n, and l3 needs to be taken zero for low-frequency modes, as compared to the

cyclotron resonance. Consequently,
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where P 0
' = P' + nE/! and E 0 = E + !P'/n. Another way of deriving the above operator

is to project the gradient
⇣

@
@E ,

@
@P'

, @
@µ

⌘

onto the path that preserves condition (1.1), which

is given by (!,�n, 0). Consequently, @
@I

= ! @
@E �n @

@P'
. Therefore, it may be useful to make

a transformation (P', E) ! (I (P', E) , E 0 (P', E)) where I = �P'/n and E 0 = E + !P'/n.
3Note that this transformation involves the use of a new basis which is not orthogonal, although the

variables are linearly independent. After the transformation is made, E is to be treated as an independent
variable not related to P

'

and µ. The transformation can be formally understood as if J
p

were the new
Hamiltonian.
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Resonance-broadened	quasilinear	(RBQ)	diffusion	model
-a	reduced	but	yet	a	realistic	framework-
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Formulation	in	action	and	angle	variables
• Diffusion	equation:

• Mode	amplitude	evolution:

• Broadening	is	the platform that	allows	for	momentum	and	energy	exchange	between	
particles	and	waves.	
o Heuristic	broadening	recipes	historically	used
o Physics-based	determination	of	the	resonance	broadening	function	was	only	very	

recently	achieved
• The	model	is	applicable	for	both	single/isolated	resonances	and	also	multiple	and	

overlapping	ones.
Berk et	al,	Nucl.	Fusion 35 1661 (1995);						Duarte,	PhD	thesis	(2017);						Gorelenkov,	Duarte,	Podestà and	Berk,	Nucl.	Fusion 58 082016 (2018)



First-principles	analytical	determination	of	the	
collisional	resonance	broadening
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Figure 1. (a) Resonance function (Eqs. 6 and (8)) and (b)
”f = f ≠ F0 (Eqs. (9) and (10)) vs. normalized frequency
variable. The red and blue curves correspond to the Krook
and scattering cases, respectively. The full width at half max-
imum of the resonance function in part (a) is �� = 2‹K for
Krook and �� ≥= 2.58‹scatt for the scattering case. The sep-
aration between the two peaks of each curve for ”f in plot
(b) is �� = 2‹K/

Ô
3 for Krook and �� ≥= 4.95‹scatt for the

scattering case.

the vicinity of the resonance - its behavior far from the
resonance would then be determined by the boundary
conditions one imposes to Eq. (5) .

We now demonstrate that near the instability thresh-
old, the QL theory together with the calculated resonance
functions ((6) and (8)) replicates the same saturation lev-
els calculated by nonlinear theory [6, 7]. Let us start
with Eq. (5) for the Krook case. To leading order, it
can be written as ≠ fi
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Note that, because R vanishes at ±Œ, integration by
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(the last equality follows from
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/8‹4
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2
. At saturation, i.e.,

when “L = “d, then |Êb,sat| = 81/4 (1 ≠ “d/“L,0)1/4 ‹K ,
which is the same saturation level as the one predicted
by the kinetic time-delayed integral nonlinear equation
[6].
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The integration on the left hand side can be an-
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At saturation, when “L = “d, then |Êb,sat| ƒ
1.18 (1 ≠ “d/“L,0)1/4 ‹scatt, which is the same as what fol-
lows from nonlinear kinetic theory [7] QED.

The limit ‹K,scatt/ (“L,0 ≠ “d) ∫ 1, when the de-
tailed time history becomes unimportant, allows for the
derivation of the analytical expression for the nonlin-
ear growth rate “NL (t) = “L,0

1
1 ≠ –

--Ê2
b (t)

--22
[17],

where – =
!
8‹4

K

"≠1 for the Krook case and – =
� (1/3) (3/2)1/3 /

!
6‹4

scatt

"
for the scattering case. Com-

parison with the above expressions for the calculated QL
growth rates imply that they are equal to the nonlinear
growth rate at all times for both collisional cases.

In conclusion, it has been demonstrated that near
marginal stability, the systematic QL transport theory we
developed replicates the identical growth rates and satu-
ration levels as predicted by a significantly more complex
nonlinear kinetic theory based on solving a time delayed
integro-di�erential equation. The demonstration did not
rely on any assumption for the specific form of the dis-
tribution. We note that our demonstration assumed that
the overall system is governed by a QL equation that self-
consistently embodies collisional e�ects via a resonance
function that was previously determined from first princi-
ples ((6) and (8)). However, a QL theory, being a reduced
framework, does not contain all the relevant information
as to the detailed angle-resolved distribution function.
Hence, in work to be shown elsewhere, we have also de-
veloped an alternative formal approach, that produces
additional structure as part of the perturbed distribu-
tion function that is not described by the coarse-grained
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frequency at a given resonance, which is proportional
to the square root of the mode amplitude. F0 is the
distribution function in the absence of wave perturba-
tions. The distribution can be assumed of the form
f (Ï, �, t) = F0 (�) + f0 (�, t) +

Œq
n=1

!
fn (�, t) einÏ + c.c.

"

with the ordering |F Õ
0| ∫

---f Õ(1)
1

--- ∫
---f Õ(2)

0

--- ,
---f Õ(2)

2

--- [16].
The prime denotes the derivative with respect to � while
the superscript denotes the order in the wave amplitude
(equivalently, in orders of Ê2

b ). Then the fn satisfy
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ˆt + in�fn + 1
2

!
Ê2

b f Õ
n≠1 + Ê2ú

b f Õ
n+1

"
=

=
)

≠‹Kfn, ‹3
scattf

ÕÕ
n

* (2)

where the brackets on the right hand side denote either
Krook or scattering operators. Su�ciently close to the
linear instability threshold, with even moderate collision-
ality, ‹K,scatt/ (“L,0 ≠ “d) ∫ 1 is satisfied (“L,0 is the
mode linear growth rate at t = 0 and “d is the back-
ground damping rate). In this case, the detailed time
history is not essential for the description of the system’s
dynamics [17]. Then, to lowest order in Ê2

b /‹2
K,scatt one

can disregard the time derivative in (2). Therefore, the
principal time dependency contribution to fn comes from
Êb(t) rather than from a delayed time integral over the
particle distribution’s time history.

Starting with the Krook case, to first order in Ê2
b /‹2

K ,
Eq. (2) gives

f1 = Ê2
b F Õ

0
2 (i� + ‹K) . (3)

Noting that the reality constraint implies f≠1 = fú
1 , to

second order in Ê2
b /‹2

K , (2) gives

ˆf0
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2
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Ê2

b [f Õ
1]ú + Ê2ú

b f Õ
1
"

= ≠‹Kf0. (4)

Defining the angle-independent distribution as f (�, t) ©
F0 (�) + f0 (�, t) and noting that by construction
ˆF0/ˆt = 0 and |F Õ

0| ∫ |f Õ
0|, one then obtains from Eqs.

(3) and (4) that the relaxation of f (�, t) is governed by
the di�usion equation

ˆf (�, t)
ˆt

≠ fi

2
ˆ

ˆ�

5--Ê2
b

--2 R (�) ˆf (�, t)
ˆ�

6
= C [f, F0] (5)

where, for the Krook case, R (�) is

RK(�) = 1
fi‹K (1 + �2/‹2

K) . (6)

A somewhat similar procedure can be employed for the
scattering case. To first order in Ê2

b /‹2
scatt, we integrate

Eq. (2) along the characteristics, which gives

f1 = iF Õ
0Ê2

b (t)
2‹scatt

⁄ 0

≠Œ
dsei �

‹scatt
ses3/3. (7)

Eq. (7) is then iterated in (2) to second order in
Ê2

b /‹2
scatt. Again, using that ˆF0/ˆt = 0 and |F Õ

0| ∫ |f Õ
0|,

it is readily found that f (�, t) © F0 (�) + f0 (�, t) for
the scattering case also satisfies an equation of the form
of Eq. (5), with

Rscatt (�) = 1
fi‹scatt

⁄ Œ

0
ds cos

3
�s

‹scatt

4
e≠s3/3. (8)

The resonance functions (6) and (8) are plotted in Fig.
1(a). The property

s Œ
≠Œ F(�)d� = 1, expected for func-

tions that replace a delta function, is automatically satis-
fied by both forms of the resonance function. For a self-
consistent description, the QL di�usion Eq. (5) must
be solved simultaneously with the Eq. for amplitude
evolution, d

--Ê2
b

--2
/dt = 2 (“L (t) ≠ “d)

--Ê2
b

--2, and for the
growth rate, “L (t) = fi

4
s Œ

≠Œ d�R ˆf(�,t)
ˆ� .

Interestingly, functions similar to (6) and (8) appear in
the context of broadening of atomic emission lines - their
equivalent are Eq. 12 of [18] and Eq. 5.68 (with p = 1)
of [19], respectively. Eq. (8) has the same form of the
function calculated by Dupree [20] in a di�erent context,
namely in the study of strong turbulence theory, where
a dense spectrum of fluctuations di�use particles away
from their free-streaming trajectories (see Ref. [21] for
a review covering broadening theories in strong turbu-
lence). In that case, a renormalized average propagator
was introduced and the cubic term in the argument of
the exponential is proportional to a collisionless di�usion
coe�cient.

A concern might arise about the physical significance
of a resonance function that is negative in a part of its
domain, as is shown in Fig. 1(a) for the function (8). We
note that for the problem treated in the present work,
the collisional di�usion ensures that the overall di�usion
coe�cient in Eq. (5) is always positive. In Dupree’s
case, the assumed overlapping turbulent dense spectrum
ensures positivity over the entire phase-space domain.

To leading order near marginal instability, there
emerges the following higher order steady state distri-
bution functions (”f © f (�, t) ≠ F0 (�)) from Eq. (5).
For the Krook model, it has the form

”fK = ≠
--Ê2

b

--2

‹3
K

ˆF0
ˆ�

�/‹K

(1 + �2/‹2
K)2 (9)

while for the di�usive scattering model,

”fscatt = ≠
--Ê2

b

--2

2‹3
scatt

ˆF0
ˆ�

⁄ Œ

0

ds

s
sin

3
�s

‹scatt

4
e≠s3/3 (10)

Fig. 1(b) shows the forms for the marginally unstable
”f . These forms can be useful for code verification akin
to studies reported in Ref. [22]. Fig. 1(b) is valid in
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where the brackets on the right hand side denote either
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linear instability threshold, with even moderate collision-
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mode linear growth rate at t = 0 and “d is the back-
ground damping rate). In this case, the detailed time
history is not essential for the description of the system’s
dynamics [17]. Then, to lowest order in Ê2
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can disregard the time derivative in (2). Therefore, the
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was introduced and the cubic term in the argument of
the exponential is proportional to a collisionless di�usion
coe�cient.

A concern might arise about the physical significance
of a resonance function that is negative in a part of its
domain, as is shown in Fig. 1(a) for the function (8). We
note that for the problem treated in the present work,
the collisional di�usion ensures that the overall di�usion
coe�cient in Eq. (5) is always positive. In Dupree’s
case, the assumed overlapping turbulent dense spectrum
ensures positivity over the entire phase-space domain.

To leading order near marginal instability, there
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Ê2
b (t)“1/2

L0 / (“L,0 ≠ “d)5/2, ‹̂K = ‹K/ (“L,0 ≠ “d) and · =
(“L,0 ≠ “d) t (the same normalizations employed in Ref.
[? ]). Hence, Eq. (18) becomes

dA (·)
d·

= A (·) ≠ A (·)
8‹̂3

K

⁄ ·

0
d·1e≠‹̂K (·≠·1) |A (·1)|2 (19)

It is instructive to compare Eq. (19) with the cubic de-
lay equation that follows from near-thershold nonlinear
theory, rather than the QL case we derived. In the full
nonlinear case, it has been obtained (Ref. [? ])

dA(·)
d· = A(·) ≠ 1

2
s ·/2

0 d·1·2
1 A (· ≠ ·1) ◊

◊
s ·≠2·1

0 d·2e≠‹̂K (2·1+·2)A (· ≠ ·1 ≠ ·2) Aú (· ≠ 2·1 ≠ ·2)
(20)

We have numerically simulated both Eq. (19) and Eq.
(20). As already indicated by Ref. [? ], Eq. (20) can ex-

hibit a behavior of blow-up in a finite time if ‹̂ . 2.5. We
have found that Eq. (19) is more robust in this regard,
with the blow up occurring only if ‹̂ . 0.15. Note that
in the derivation in our Letter, we explore the situation
in which the marginality implies ‹̂ ∫ 1. Therefore, the
breakdown of our QL theory only occurs for a region of
parameter space where it was not expected to be valid
anyway. Physically, small values of ‹̂ signal that the sys-
tem is not subject to enough stochasticity in order for a
di�usive description to be applicable (i.e., the resonant
particles remain in resonance for longer times and mem-
ory e�ects start being important).

” (�) æ R (�)

The	use	of	the	obtained	resonance	broadening	functions	implies	that	
essential	features	of	nonlinear	theory,	such	as	the	growth	rate	and	the	
saturation	level,	are	automatically	built	into	a	reduced	QL	theory	

Broadening	
functions

Distribution	
modification

Blue	curve:	pitch-angle	scattering
Red	curve:	Krook collisions
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stability, as is the case in Ref. 6 and 10, the results above
are readily applicable upon the mapping of the variables
Ï and � into kx and v/k, where x is the spatial variable,
v is the velocity and k is the wave vector.

Resonant particles are described via a distribution
function f (Ï, �; t). t is time and � = 0 determines
the resonance condition. The kinetic equation for a sin-
gle resonance is (the generalization of the method for
treating multiple non-overlapping resonances is straight-
forward, and will be presented in a subsequent more ex-
pansive publication rather than in this Letter)
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operator [15], and ‹K and ‹scatt are the e�ective colli-
sion frequencies. Êb is the nonlinear trapping (bounce)
frequency at a given resonance, which is proportional
to the square root of the mode amplitude. F0 is the
distribution function in the absence of wave perturba-
tions. The distribution can be assumed of the form
f (Ï, �, t) = F0 (�) + f0 (�, t) +

Œq
n=1

!
fn (�, t) einÏ + c.c.

"

with the ordering |F Õ
0| ∫

---f Õ(1)
1

--- ∫
---f Õ(2)

0

--- ,
---f Õ(2)

2

--- [16].
The prime denotes the derivative with respect to � while
the superscript denotes the order in the wave amplitude
(equivalently, in orders of Ê2

b ). Then the fn satisfy

ˆfn

ˆt + in�fn + 1
2

!
Ê2

b f Õ
n≠1 + Ê2ú

b f Õ
n+1

"
=

=
)

≠‹Kfn, ‹3
scattf

ÕÕ
n

* (2)

where the brackets on the right hand side denote either
Krook or scattering operators. Su�ciently close to the
linear instability threshold, with even moderate collision-
ality, ‹K,scatt/ (“L,0 ≠ “d) ∫ 1 is satisfied (“L,0 is the
mode linear growth rate at t = 0 and “d is the back-
ground damping rate). In this case, the detailed time
history is not essential for the description of the system’s
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principal time dependency contribution to fn comes from
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particle distribution’s time history.
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The resonance functions (6) and (8) are plotted in Fig.
1(a). The property

s Œ
≠Œ F(�)d� = 1, expected for func-

tions that replace a delta function, is automatically satis-
fied by both forms of the resonance function. For a self-
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Interestingly, functions similar to (6) and (8) appear in
the context of broadening of atomic emission lines - their
equivalent are Eq. 12 of [18] and Eq. 5.68 (with p = 1)
of [19], respectively. Eq. (8) has the same form of the
function calculated by Dupree [20] in a di�erent context,
namely in the study of strong turbulence theory, where
a dense spectrum of fluctuations di�use particles away
from their free-streaming trajectories (see Ref. [21] for
a review covering broadening theories in strong turbu-
lence). In that case, a renormalized average propagator
was introduced and the cubic term in the argument of
the exponential is proportional to a collisionless di�usion
coe�cient.

A concern might arise about the physical significance
of a resonance function that is negative in a part of its
domain, as is shown in Fig. 1(a) for the function (8). We
note that for the problem treated in the present work,
the collisional di�usion ensures that the overall di�usion

Starting	with	the	kinetic	equation:
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pansive publication rather than in this Letter)
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operator [15], and ‹K and ‹scatt are the e�ective colli-
sion frequencies. Êb is the nonlinear trapping (bounce)
frequency at a given resonance, which is proportional
to the square root of the mode amplitude. F0 is the
distribution function in the absence of wave perturba-
tions. The distribution can be assumed of the form
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where the brackets on the right hand side denote either
Krook or scattering operators. Su�ciently close to the
linear instability threshold, with even moderate collision-
ality, ‹K,scatt/ (“L,0 ≠ “d) ∫ 1 is satisfied (“L,0 is the
mode linear growth rate at t = 0 and “d is the back-
ground damping rate). In this case, the detailed time
history is not essential for the description of the system’s
dynamics [17]. Then, to lowest order in Ê2

b /‹2
K,scatt one

can disregard the time derivative in (2). Therefore, the
principal time dependency contribution to fn comes from
Êb(t) rather than from a delayed time integral over the
particle distribution’s time history.
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Defining the angle-independent distribution as f (�, t) ©
F0 (�) + f0 (�, t) and noting that by construction
ˆF0/ˆt = 0 and |F Õ

0| ∫ |f Õ
0|, one then obtains from Eqs.

(3) and (4) that the relaxation of f (�, t) is governed by
the di�usion equation
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A somewhat similar procedure can be employed for the
scattering case. To first order in Ê2
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The resonance functions (6) and (8) are plotted in Fig.
1(a). The property

s Œ
≠Œ F(�)d� = 1, expected for func-

tions that replace a delta function, is automatically satis-
fied by both forms of the resonance function. For a self-
consistent description, the QL di�usion Eq. (5) must
be solved simultaneously with the Eq. for amplitude
evolution, d
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/dt = 2 (“L (t) ≠ “d)

--Ê2
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--2, and for the
growth rate, “L (t) = fi
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Interestingly, functions similar to (6) and (8) appear in
the context of broadening of atomic emission lines - their
equivalent are Eq. 12 of [18] and Eq. 5.68 (with p = 1)
of [19], respectively. Eq. (8) has the same form of the
function calculated by Dupree [20] in a di�erent context,
namely in the study of strong turbulence theory, where
a dense spectrum of fluctuations di�use particles away
from their free-streaming trajectories (see Ref. [21] for
a review covering broadening theories in strong turbu-
lence). In that case, a renormalized average propagator
was introduced and the cubic term in the argument of
the exponential is proportional to a collisionless di�usion
coe�cient.

A concern might arise about the physical significance
of a resonance function that is negative in a part of its
domain, as is shown in Fig. 1(a) for the function (8). We
note that for the problem treated in the present work,
the collisional di�usion ensures that the overall di�usion
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given by W ¼W0ðAÞ þW1ðAÞ!1=3? as seen in Fig. 11. The fit of this
representation of df is shown in Fig. 13 for an amplitude of 2% 10&4,
for no collisions and for the maximum collision frequency used, !?
¼ 22Hz. The fit is best for these cases, and there is a minimum of
noise in the data when the collisions are either absent or strong
enough to smooth the distribution. Note that the center of df, P0, shifts
leftward (down the density gradient) with the increasing collision rate.
Clearly, the real situation is more complicated than what is given by
this simple form; undoubtedly, the actual Poincar!e particle resonance
with its original width is still somewhat present, although distorted by
the collisions, and produces modifications of the distribution function
near the resonance edges, where the collisions are unable to completely

smooth out. Nevertheless, this function captures the major shape of
the profile modification, in particular, when the collision rate is near
that corresponding to the mode saturation level. The behavior of the
maximum amplitude dm is not simple, dropping as a function of colli-
sion rate from the collisionless value to a minimum and then increas-
ing, shown in Fig. 14. Note that the maximum value of the collision
rate in this plot is very near the expected rate for saturation at this
amplitude and that the maximum value of df is more than half the
original maximum without collisions.

Although the collisions produce significant broadening of the res-
onance, and for a rapid collision rate, the maximum value of df is com-
parable to that with no collisions, the relative flattening of the profile
over the extended structure is not nearly as strong as that given by the
initial collisionless resonance. In Fig. 14, we see that the initial colli-
sionless flattening, equal to dm/W, is about 0.8, but this value drops to
about 0.1 as the resonance broadens with the increasing collision rate.
Interestingly, this behavior appears to be only weakly dependent on
the mode amplitude, at least within the limited range of values
considered.

VI. CONCLUSION
The resonance broadening of a high energy particle distribution

with an ideal MHD mode is examined using guiding center analysis,
including the effect of collisions. Collisional broadening of a resonance
is directly observed, with the flattening scaling as !1=3? and fit to the
analytical expression DX ¼ axb þ c!eff , with a ’ 4 and c ’ 3–4.
Although our investigation is limited to a specific resonance, the theo-
retical underpinning of the broadening expression indicates that this is
a universal result, applicable in general to other resonances, and useful
for models of the effect of resonances on high energy particle
distributions.

The visual identification of the resonance width can be challenging
when more than one peak appears in df. Numerical noise arising from
the stochastic layer that forms around the island and resonance asym-
metries also contribute to limiting the accuracy with which one can
extract the coefficient c. The results, however, show undoubtedly that
the collisional broadening can be comparable and even exceed the colli-
sionless broadening. Figure 11 shows that the scaling DX / !eff / !1=3?
proposed in Refs. 6 and 28 is consistent with the present results.

FIG. 13. Fit of df for an amplitude of 2% 10&4. Data with no collisions are in
black, with black triangles. Data with collisions are in red, with red squares. The
analytical fit given by Eq. (8) for each case is shown in green. The collision rate
was !? ¼ 22 Hz.

FIG. 14. Profile maxima dm for mode
amplitudes of 10&4 (squares) and
2% 10&4 (triangles) and flattening as a
function of collision rate.
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Red and	black:	guiding-center	ORBIT	
simulation	results	for	two	different	levels	
of	collisionality

Green:	analytic	fit	
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• Close to marginal 
stability2:

• Far from marginal 
stability3:

xb ¼ 1:18!eff
cL " cd

cd

! "1=4

: (13)

While far from marginal stability

xb ¼ 1:2!eff
cL " cd

cd

! "1=3

: (14)

We can use the expression for the saturation levels derived
from the LBQ1D equations to calculate the values of the pa-
rameters r and k. We start with Eq. (10a) for the time evolu-
tion of the distribution function and use the functional form
F ¼ H½ðDX=2Þ2 " ðx" XÞ2&=DX. If the system evolves to
a steady-state, @f/@t! 0, the QL equation becomes

!3
eff þ

p
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x4
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@f0
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The growth rate of the mode ca is written in terms of the ini-
tial linear growth rate cL as

ca ¼ cL
@f=@X
@f0=@X

: (16)

At saturation, cd¼ ca, which is used in Eq. (15) to get the
expression for DX

DX ¼ p
2

x4
b

cd

!3
effðcL " cdÞ

! "
: (17)

We need to determine the parameters r and k for
DX ¼ ½ð2rxbÞp þ ð2k!effÞp&1=p. They are determined by
using the known analytic results for the cases ðca "
cdÞ=cL ( 1 and cd/cL( 1.

In the former case which is the limit very near marginal
stability, the relation !eff)xb holds true and to good
approximation DX ¼ 2k!eff . Using this width in Eq. (17),
the saturation level is equated to the analytically expected
result, Eq. (13), to get

4

p
k

! "1=4

¼ xb
cd

!4
effðcL " cdÞ

! "1=4

¼ 1:18; (18)

which results in k¼ 1.25.
In the latter case, which is the limit far from marginal

stability, xb) !eff. Therefore, to good approximation
DX¼ 2rxb which is used in Eq. (17) and Eq. (14) to get

4

p
r

! "1=3

¼ xb
cd

!3
effðcL " cdÞ

! "1=3

¼ 1:2; (19)

which results in r¼ 1.35.
Yet another problem can be used to test the robustness

of the choice of the parameter sigma. We can ask what is the
value of the needed parameter r for the quasi-linear equa-
tions to replicate the saturation of a single mode when extrin-
sic damping, diffusion, and sources are absent. Numerical
simulation, as first found by Fried et al. in Ref. 14, find
xb/cL¼ 3.2. To obtain this saturation, we find (see

Appendix) that we need r¼ 1.55, a value *12% higher than
what is found for steady state dissipative/diffusive problem
first discussed in this section. This indicates a robustness that
r varies only modestly to obtain best fits for different prob-
lems. However, the variation in predictions of xb for the two
limiting problems (i.e., where 0( cd( cL, !eff finite com-
pared to cd¼ !eff¼ 0) is more pronounced. This is because
the saturation level of xb for this dissipation/source free case
scales as r3 and hence the mode amplitude increases as r6

and the mode energy as r12. Hence, a 10% increase in r
leads to increases of factors of 1.5, 2.25, and 5 in trapping
frequency, mode amplitude, and mode energy, respectively.
Thus, the correlation of the values r for two independent
problems discussed here indicates that the scaling law rules
are qualitatively accurate, but accurate quantitative results
may at times be challenging to achieve. Thus, parameters r
and k may need to be adjusted when looking at different
plasma regimes.

B. Vlasov simulation

Since there is no analytic prediction of the saturation
levels of modes for intermediate values of cd/cL, Vlasov
codes are used to find the value of p that best fits the result-
ing saturation levels from LBQ1D to the numerically
expected results. We use a one-dimensional Vlasov
codes11,12 that solve Eq. (20a) for the distribution function
and Eq. (20b) for the wave

@f

@t
¼ "X

@f

@n
þ 1

2
Cein þ c: cð Þ @f

@X
þ @

@X
!3

eff

@ðf " f0Þ
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;

(20a)

d C

dt
¼ "cdCþ 2

ð2p

0

dn
2p

Cein
ð

dX ðf " f0Þ; (20b)

where cd and !eff are both normalized to cL. Since the equa-
tions are periodic in n, both Lilley and Petviashvili solve the
set of equation by expanding f in Fourier series over n, and
they expand f as an integral Fourier transform in X. They
then solve the resulting algebraic equations iteratively. This
results in codes that are very fast, especially compared to
PIC simulations. The noise is extremely low which allows
for best comparison with LBQ1D.

Lilley2 has developed a Vlasov code called BOT which
is available for scientific and educational purposes. BOT is a
Matlab code where the damping rates and effective collisions
are input parameters. BOT also has the capacity to include
drag, but there is no drag in the LBQ code.

BOT uses a spectral method to solve the 1D Vlasov
equations (20a) and the trapezoid method for the mode evo-
lution, Eq. (20b). The major difference between BOT and
LBQ is the phase information, which for certain parameters
exhibit coherent behavior not captured by LBQ. These are
the regimes where a discrepancy between the results of BOT
and LBQ is expected. The results of LBQ1D are compared
to the BOT simulations for the case of isolated modes.

The numerical scheme Lilley uses in solving the Vlasov
equation in BOT is based on a scheme developed by
Breizman and Petviashvili to resolve the fine phase-space
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then solve the resulting algebraic equations iteratively. This
results in codes that are very fast, especially compared to
PIC simulations. The noise is extremely low which allows
for best comparison with LBQ1D.

Lilley2 has developed a Vlasov code called BOT which
is available for scientific and educational purposes. BOT is a
Matlab code where the damping rates and effective collisions
are input parameters. BOT also has the capacity to include
drag, but there is no drag in the LBQ code.

BOT uses a spectral method to solve the 1D Vlasov
equations (20a) and the trapezoid method for the mode evo-
lution, Eq. (20b). The major difference between BOT and
LBQ is the phase information, which for certain parameters
exhibit coherent behavior not captured by LBQ. These are
the regimes where a discrepancy between the results of BOT
and LBQ is expected. The results of LBQ1D are compared
to the BOT simulations for the case of isolated modes.

The numerical scheme Lilley uses in solving the Vlasov
equation in BOT is based on a scheme developed by
Breizman and Petviashvili to resolve the fine phase-space
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While far from marginal stability

xb ¼ 1:2!eff
cL " cd

cd

! "1=3

: (14)

We can use the expression for the saturation levels derived
from the LBQ1D equations to calculate the values of the pa-
rameters r and k. We start with Eq. (10a) for the time evolu-
tion of the distribution function and use the functional form
F ¼ H½ðDX=2Þ2 " ðx" XÞ2&=DX. If the system evolves to
a steady-state, @f/@t! 0, the QL equation becomes
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The growth rate of the mode ca is written in terms of the ini-
tial linear growth rate cL as

ca ¼ cL
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: (16)

At saturation, cd¼ ca, which is used in Eq. (15) to get the
expression for DX
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We need to determine the parameters r and k for
DX ¼ ½ð2rxbÞp þ ð2k!effÞp&1=p. They are determined by
using the known analytic results for the cases ðca "
cdÞ=cL ( 1 and cd/cL( 1.

In the former case which is the limit very near marginal
stability, the relation !eff)xb holds true and to good
approximation DX ¼ 2k!eff . Using this width in Eq. (17),
the saturation level is equated to the analytically expected
result, Eq. (13), to get
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which results in k¼ 1.25.
In the latter case, which is the limit far from marginal

stability, xb) !eff. Therefore, to good approximation
DX¼ 2rxb which is used in Eq. (17) and Eq. (14) to get
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which results in r¼ 1.35.
Yet another problem can be used to test the robustness

of the choice of the parameter sigma. We can ask what is the
value of the needed parameter r for the quasi-linear equa-
tions to replicate the saturation of a single mode when extrin-
sic damping, diffusion, and sources are absent. Numerical
simulation, as first found by Fried et al. in Ref. 14, find
xb/cL¼ 3.2. To obtain this saturation, we find (see

Appendix) that we need r¼ 1.55, a value *12% higher than
what is found for steady state dissipative/diffusive problem
first discussed in this section. This indicates a robustness that
r varies only modestly to obtain best fits for different prob-
lems. However, the variation in predictions of xb for the two
limiting problems (i.e., where 0( cd( cL, !eff finite com-
pared to cd¼ !eff¼ 0) is more pronounced. This is because
the saturation level of xb for this dissipation/source free case
scales as r3 and hence the mode amplitude increases as r6

and the mode energy as r12. Hence, a 10% increase in r
leads to increases of factors of 1.5, 2.25, and 5 in trapping
frequency, mode amplitude, and mode energy, respectively.
Thus, the correlation of the values r for two independent
problems discussed here indicates that the scaling law rules
are qualitatively accurate, but accurate quantitative results
may at times be challenging to achieve. Thus, parameters r
and k may need to be adjusted when looking at different
plasma regimes.

B. Vlasov simulation

Since there is no analytic prediction of the saturation
levels of modes for intermediate values of cd/cL, Vlasov
codes are used to find the value of p that best fits the result-
ing saturation levels from LBQ1D to the numerically
expected results. We use a one-dimensional Vlasov
codes11,12 that solve Eq. (20a) for the distribution function
and Eq. (20b) for the wave
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where cd and !eff are both normalized to cL. Since the equa-
tions are periodic in n, both Lilley and Petviashvili solve the
set of equation by expanding f in Fourier series over n, and
they expand f as an integral Fourier transform in X. They
then solve the resulting algebraic equations iteratively. This
results in codes that are very fast, especially compared to
PIC simulations. The noise is extremely low which allows
for best comparison with LBQ1D.

Lilley2 has developed a Vlasov code called BOT which
is available for scientific and educational purposes. BOT is a
Matlab code where the damping rates and effective collisions
are input parameters. BOT also has the capacity to include
drag, but there is no drag in the LBQ code.

BOT uses a spectral method to solve the 1D Vlasov
equations (20a) and the trapezoid method for the mode evo-
lution, Eq. (20b). The major difference between BOT and
LBQ is the phase information, which for certain parameters
exhibit coherent behavior not captured by LBQ. These are
the regimes where a discrepancy between the results of BOT
and LBQ is expected. The results of LBQ1D are compared
to the BOT simulations for the case of isolated modes.

The numerical scheme Lilley uses in solving the Vlasov
equation in BOT is based on a scheme developed by
Breizman and Petviashvili to resolve the fine phase-space
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Yet another problem can be used to test the robustness

of the choice of the parameter sigma. We can ask what is the
value of the needed parameter r for the quasi-linear equa-
tions to replicate the saturation of a single mode when extrin-
sic damping, diffusion, and sources are absent. Numerical
simulation, as first found by Fried et al. in Ref. 14, find
xb/cL¼ 3.2. To obtain this saturation, we find (see

Appendix) that we need r¼ 1.55, a value *12% higher than
what is found for steady state dissipative/diffusive problem
first discussed in this section. This indicates a robustness that
r varies only modestly to obtain best fits for different prob-
lems. However, the variation in predictions of xb for the two
limiting problems (i.e., where 0( cd( cL, !eff finite com-
pared to cd¼ !eff¼ 0) is more pronounced. This is because
the saturation level of xb for this dissipation/source free case
scales as r3 and hence the mode amplitude increases as r6

and the mode energy as r12. Hence, a 10% increase in r
leads to increases of factors of 1.5, 2.25, and 5 in trapping
frequency, mode amplitude, and mode energy, respectively.
Thus, the correlation of the values r for two independent
problems discussed here indicates that the scaling law rules
are qualitatively accurate, but accurate quantitative results
may at times be challenging to achieve. Thus, parameters r
and k may need to be adjusted when looking at different
plasma regimes.

B. Vlasov simulation

Since there is no analytic prediction of the saturation
levels of modes for intermediate values of cd/cL, Vlasov
codes are used to find the value of p that best fits the result-
ing saturation levels from LBQ1D to the numerically
expected results. We use a one-dimensional Vlasov
codes11,12 that solve Eq. (20a) for the distribution function
and Eq. (20b) for the wave
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where cd and !eff are both normalized to cL. Since the equa-
tions are periodic in n, both Lilley and Petviashvili solve the
set of equation by expanding f in Fourier series over n, and
they expand f as an integral Fourier transform in X. They
then solve the resulting algebraic equations iteratively. This
results in codes that are very fast, especially compared to
PIC simulations. The noise is extremely low which allows
for best comparison with LBQ1D.

Lilley2 has developed a Vlasov code called BOT which
is available for scientific and educational purposes. BOT is a
Matlab code where the damping rates and effective collisions
are input parameters. BOT also has the capacity to include
drag, but there is no drag in the LBQ code.

BOT uses a spectral method to solve the 1D Vlasov
equations (20a) and the trapezoid method for the mode evo-
lution, Eq. (20b). The major difference between BOT and
LBQ is the phase information, which for certain parameters
exhibit coherent behavior not captured by LBQ. These are
the regimes where a discrepancy between the results of BOT
and LBQ is expected. The results of LBQ1D are compared
to the BOT simulations for the case of isolated modes.

The numerical scheme Lilley uses in solving the Vlasov
equation in BOT is based on a scheme developed by
Breizman and Petviashvili to resolve the fine phase-space
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• Undamped case1

Collisionless case Collisional	cases

Grid optimization of the RBQ1D for resonance island iterations

The intention is to absorb the angle-dependent Jacobian into the variable of integration. The new variable

is

´
dQ/

p
cosQ+ 1 + ✏, which analytically is given by

Y (Q, ✏) =
2F

⇣
Q
2 ,

2
2+✏

⌘

p
2 + ✏

where F (�, k) =
´ �
0 dt(1 � k sin2 t)�1/2

is an elliptic function. A small parameter ✏ is included to prevent

discontinuities associated with the infinite period at the separatrix.

Figure 1: plot for Y vs Q

The fundamental quantity that characterizes the dynamics around a resonance and is evolved in RBQ

is the bounce (trapping) frequency. The choice for Y ensures that equal segments �Y give the same

contribution to the bounce period, for the case of uniform mode structure. In order to evaluate EllipticF,

we use GNU’s F (�, k) =
´ �
0 dt/

q
1� k

2 sin2(t). To use this function, the header file gsl_sf_ellint.h needs

to be declared and the module gsl needs to be loaded. Note that the definition of the elliptic function in

GSL is different from the one in Mathematica (the factor that multiplies sin

2
is k in Mathematica and k

2

in GSL).

Since we desire to work with an equidistant grid in the Y variable, we need to employ a root find method

to be able to know what values of (or grid in) Q correspond to the equidistant Y grid. Since Y (our grid

variable) is a monotonic function of Q, the Newton’s method appears to be enough. A catch is that the

initial guess on Q should be ⇡ otherwise the root may not be found.

!b
⇠= 3.2�L

1

Figure 2: Plot of island in P' vs the phase Q. The dots represent arcs in Q with equal spacing in the

variable Y .
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Figure 2: Plot of island in P' vs the phase Q. The dots represent arcs in Q with equal spacing in the

variable Y .

�L

�d

!b

2

Expected	saturation	levels	from	analytic	theory	are	shown	by			
1Fried	et	al,	Report	No.	PPG-93	(UCLA,1972);				2Berk	et	al.	Plasma	Phys.	Rep,	23(9),	1997;				3Berk	and	Breizman.	Phys.	Fluids	B,	2(9),	1990	

Quasilinear simulations replicate analytical predictions 
for the mode saturation amplitude from nonlinear theory
Definitions:	initial	linear	growth	rate					,	mode	damping	rate						and	trapping	(bounce)	
frequency						(proportional	to	square	root	of	mode	amplitude)
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Verification of RBQ runs for the collisional 
evolution of an Alfvénic wave

Resonance
broadening

Mode
structure

DIII-D	discharge	153072

1

a

b

b = 3.1

A(t) =
A(0)etp

1� gA2(0) (1� e2t)
(1)

g ⌘ ´ d�H�(1/3)
6⌫̂4

eff

�
3
2

�1/3.
�B✓/B = ⌫2eff

q ¼ n; p ¼ I;

the new set is chosen as

Q ¼ n; P ¼ I " Ir ¼ dI:

This transformation can be accomplished by defining a generating
function F3 (Goldstein’s notation was adopted, in which it is a function
of the new coordinate and the old momentum25) defined as

F3 Q ¼ n; p ¼ I; tð Þ ¼ n" xtð ÞI þ xtIr "H0 Irð Þt: (A2)

A new Hamiltonian can be defined as

K ¼ H þ @F3
@t

: (A3)

Let us expand the old Hamiltonian around the resonance center up
to second order in the perturbation,

H n; I; tð Þ ’ H0 Irð Þ þ
@H0

@I

!!!!
Ir

dI þ @
2H0

@I2

!!!!
Ir

dI2

2

þ H1 Irð Þ þ
@H1

@I

!!!!
Ir

dI

" #
cos xt " nð Þ: (A4)

Noting that, in the absence of the perturbation, we have _n ¼ @H0
@I

¼ XðIÞ, at the center of the resonance, we have XðI ¼ IrÞ ¼ x, and
therefore, @H0

@I jIr ¼ x. This allows the new Hamiltonian to be writ-
ten as

K n; dI; tð Þ ’ X0 Irð Þ
dI2

2
þ H1 Irð Þ þ H01 Irð ÞdI
" #

cos xt " nð Þ; (A5)

where the prime denotes the partial derivative with respect to I.
From Hamilton’s equations,

_n ¼ @K
@dI
¼ X0 Irð ÞdI þH01 Irð Þcos xt " nð Þ: (A6)

In order to calculate the bounce frequency xb, we can use

2p
xb
¼
þ
dn
_n
¼ 2

ðp

0

dn
_n
¼ 4

ðp=2

0

dn
_n

¼ 4
ðp=2

0

dn
X0 Irð ÞdI þH01 Irð Þcos xt " nð Þ : (A7)

The integration is along the path of constant I so that xb ¼ xbðIÞ.
When dI¼ 0, the bounce frequency becomes the inverse of a com-
plete elliptic integral of the first kind, which is the solution of the
problem under the pendulum approximation. If dI 6¼ 0, we can
suppress dI in favor of K and write

2p
xb
¼4
ðp=2

0

dnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H021 Irð Þcos2 xt"nð Þ"2X0 Irð Þ H1 Irð Þcos xt"nð Þ"K

" #q :

(A8)

Therefore, the lowest order correction to the pendulum approxima-
tion involves first-order derivatives of the matrix elements via the
term H021 ðIrÞ.

APPENDIX B: COLLISIONAL EFFECTS ON THE
SATURATION

In the quasilinear framework, the effective Fokker-Planck colli-
sional operator is exhibited primarily through the effective pitch
angle scattering in the regimes of interest since it is usually much
larger than the effective drag-induced transport in the resonance, in
the quasilinear regime. Expressions for the effective drag and scat-
tering are shown in Eqs. (6) and (7) of Ref. 26. Within RBQ1D sim-
ulations, we neglect the Coulomb drag and assume that the hot ion
relaxation in the velocity space occurs due to WPI and the colli-
sional scattering. Here, we focus on the verification through the sat-
uration amplitude dependence on the scattering frequency.

The Petviashvili formula for the saturation amplitude predicts
that, regardless of the closeness to the instability threshold, one
obtains that, at saturation, the value of xb is linearly proportional to
!eff ¼ ½!?R2hv2 " v2jji'

1=3ð@Xl
@I jIr Þ

2=3.27,28 This means that A ( !2eff
scaling is expected. We are demonstrating in Fig. 7 that RBQ exhib-
its close scaling.

An important element of this RBQ verification exercise is the
way that the boundary conditions are set. They are set different
from the nominal physical BCs used in RBQ runs as discussed in
Subsection V A. This is done by specifying the Dirichlet BC with
f jPu¼Puw

¼ 0 and f jPu¼Pumin
¼ const; where Puw is the maximum

value of the canonical momentum ions present when they are at the

FIG. 7. The left figure shows the global n¼ 6 TAE mode structure used for the verification simulations shown in the central and the right figures. The central figure depicts the
time evolution of the TAE amplitude when the effective pitch angle scattering frequency was varied from !3eff ¼ 10 s"3 (bottom curve) to 104 s"3 (top dependence). The right
figure shows how the amplitude scales with !eff, which over several orders of magnitude of its variation changes according to / !1:65eff .
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Idealized	bump-on-tail	
scaling	(obtained	using	
Dirichlet boundary	
conditions	on	both	ends	
of	the	domain):
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RBQ	is	interfaced	with	TRANSP:	multi-mode	case

Figure 3. A CO2 interferometer power spectra for DIII-D shot #159243 during the current ramp
with 6.5MW NBI. The spectrum shows multiple sweeping frequency Alfvénic modes. (The Figure
is reproduced from Ref.[17])

and that any particle reaching the plasma center returns back to the plasma which implies

that the Neumann BC has to be enforced in the center. The Neumann boundary conditions

in the present RBQ version applied for first two points on the P' grid. If the resonances of

the modes extend to the center (which we found in simulations) without sources the number

of particles in the central region goes down. This also means that the growth rates can

not recover their initial values. That is why the Dirichlet BC is used, as discussed in the

Appendix B.

B. RBQ1D simulations

The relaxation of the fast ion distribution in the velocity space is simulated for DIII-D

plasma studied in a dedicated experiments with the tangential injection geometry[16, 17].

The same experiments were studied in earlier our paper [4]. One particular aspect to point

out here is that the fast ion profiles exhibited the resiliency, remain mainly unchanged, to

the modifications of the beam injection geometry or power. Measured power spectrum of

AE modes increased with the NBI power above EP threshols level.

In the chosen DIII-D discharge, #159243, the NBI power was 6.4MW and was increased

linearly prior to the time of the analysis which is t = 805msec. The discharge had a reversed

shear magnetic safety factor profile and its minimum value turns lower than qmin = 3 at the

time of interest. The spectrogram is shown in Fig. (3).

An unexpected hollow profile of beam ions was measured using the Fast Ion D↵ (FIDA)

10

Distribution	at	805ms	- DIII-D	shot	15924311	unstable	Alfvénic modes	at	805ms

tuning broadening parameters to match the expected saturation levels [2]. The resonance 

functions are essential components of the QL model of the code to describe the dynamics of EP 

distribution evolution, where particle diffusion occurs in both canonical toroidal momentum and 

particle energy.  We verify with the help of the guiding center code ORBIT that the resonances 

are indeed broadened by the amount determined by the pitch angle scattering frequency. The 

broadening enhanced by scattering is shown in left Fig.1(a), which shows that the broadened 

region is insensitive to the resonance island and fully determined by the scattering frequency. 

 The RBQ simulations find constant of motion diffusion rates for subsequent computation

by TRANSP’s NUBEAM 

package using the probabi-

lity density functions. The 

RBQ code has the capability

to efficiently evolve the 

mode amplitudes 

simultaneously (in regimes 

of both overlapping and 

isolated resonances) while 

self-consistently relaxing the

fast ion distribution function

in the presence of collisions 

in both interpretive and 

predictive regimes. RBQ 

employs realistic 

eigenstructures, damping 

rates and wave-particle 

interaction matrices pre-

computed by the NOVA-K code. The code in its 1D version was applied to DIII-D critical 

gradient experiments in predictive mode and reproduced the observed hollow fast ion radial 

profiles within the experimental uncertainties [1]. Examples of EP distribution function with and 

without EP diffusion computed by RBQ1D are shown in Fig.2. 

The resolution of EP diffusion near the resonance region allows the RBQ to compute the 

amplitude evolution which can exhibit oscillating, intermittent and saturated state behavior 

depending on the pitch angle scattering rate. This can be clearly observed in experiments when 

only few Alfvénic modes are excited such as in DIIID [3] and TFTR [4]. 

Our work reports on time-efficient, realistic simulations of fast ion losses in tokamaks 

and their implementation in the WDM using TRANSP. RBQ is being upgraded to include 2D 

constant of motion diffusion with the goal to include its results into the whole device modeling 

simulations to design the burning plasma experiments, such as ITER. An important element of 

such simulations is to understand how tokamak devices can operate with unstable but benign 

Alfvénic instabilities. Another goal is to predict the current drive by beam ions and fusion 

products. 
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Fig. 2. Fast beam ion distribution function simulated by TRANSP in 
DIII-D shot $159243 at t=805ms using classical confinement (without 
space diffusion, top) and using diffusion coefficients computed by the 
RBQ code (bottom figure). Vertical axis is the ratio of fast ion parallel 

velocity to its absolute value, v∥/v . 
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that the fast ion distribution function is relaxed to the state 
when the growth rate, equation (14), decreases to the level of 
the damping rate. The initial growth rate for each considered 
AE is computed by the NOVA-K code (see equation  (A.1)) 
using the TRANSP computed EP distribution function when 
there is no EP diffusion due to the Alfvénic modes. Whereas 
the relaxed DF of the saturated state of the system defines the 
relaxed, saturated growth rate determined by equation (14).

This way we are not addressing the intermittency in AE 
transport seen in experiments (see figure 1), nor do we address 
the long time scale changes in AE stability as the RSAEs, for 
example, are sweeping its frequency on a hundred millisecond 
time scale.

The application of the predictive RBQ simulations within 
TRANSP are summarized in figures 6. After TRANSP turns 
the AE diffusion on at t  =  600 ms the diffusion coefficients are 
kept constant throughout simulations. Figure 6 shows that the 
neutron deficit inferred by TRANSP-based analysis, would 
be replicated by RBQ for an AE amplitude that is 0.85 times 
its predicted value. The beam density profiles remains hollow 
within the amplitude variations.

6. Summary and future plans

This paper demonstrated the effectiveness of the quasi-linear 
model in its applications for realistic simulations of the 
beam ion self-induced relaxation via the Alfvénic instabili-
ties. We have summarized the formulation for the Resonance 
Broadened QL (RBQ) numerical model with the EP diffusion 
near the resonances. The formulation can be applied for iso-
lated or for the overlapping modes.

The RBQ1D has been applied in the interpretive and in the 
predictive modes to DIII-D critical gradient experiments via 
prescription of the PDF for beam ions. Initial results show that 
the model is sound and ready to be applied to predict the fast 
ion relaxation in burning plasmas. However more validations 
are required in order to gain the confidence in its predictive 
capability.

Among the immediate plans we have the development of 
the RBQ in its 2D version where the EP diffusion paths are 

sensitive to AE toroidal mode number and its frequency. The 
number of refined grid points of energetic particle diffusion 
and the need to resolve the resonances make the 2D problem 
intrinsically complex and computationally demanding.
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Appendix A. Linear growth rate as a result of 
the nonadiabatic component of the distribution 
function

NOVA [27, 37] is a nonvariational, ideal MHD code primarily 
used to integrate non-Hermitian eigenmode equations  in the 
presence of EPs, using a general flux coordinate system. 
NOVA-K [38] is a stability code used to study the destabi-
lization of AEs by EPs free energy stored in the gradients of 
the distribution. The resonance response of energetic particles 
enter the system through the perturbed pressure associated 
with them. NOVA makes no use of inverse aspect ratio approx-
imation and hence is well suited to study spherical tokamaks. 
The code uses Fourier expansion in θ and cubic spline finite 
elements in the radial ψ direction. Following the procedure 
of Cheng [38] we may start with the MHD formalism where 
the fast particle contribution is treated perturbatively, with all 
perturbed quantities represented in the form

Figure 6. The same as in figure 5 but computed within the predictive TRANSP analysis. Different EP profile and evolution curves are color 
coded as indicated on the figure.
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RBQ	is	interfaced	with	TRANSP:	multi-mode	case

Figure 3. A CO2 interferometer power spectra for DIII-D shot #159243 during the current ramp
with 6.5MW NBI. The spectrum shows multiple sweeping frequency Alfvénic modes. (The Figure
is reproduced from Ref.[17])

and that any particle reaching the plasma center returns back to the plasma which implies

that the Neumann BC has to be enforced in the center. The Neumann boundary conditions

in the present RBQ version applied for first two points on the P' grid. If the resonances of

the modes extend to the center (which we found in simulations) without sources the number

of particles in the central region goes down. This also means that the growth rates can

not recover their initial values. That is why the Dirichlet BC is used, as discussed in the

Appendix B.

B. RBQ1D simulations

The relaxation of the fast ion distribution in the velocity space is simulated for DIII-D

plasma studied in a dedicated experiments with the tangential injection geometry[16, 17].

The same experiments were studied in earlier our paper [4]. One particular aspect to point

out here is that the fast ion profiles exhibited the resiliency, remain mainly unchanged, to

the modifications of the beam injection geometry or power. Measured power spectrum of

AE modes increased with the NBI power above EP threshols level.

In the chosen DIII-D discharge, #159243, the NBI power was 6.4MW and was increased

linearly prior to the time of the analysis which is t = 805msec. The discharge had a reversed

shear magnetic safety factor profile and its minimum value turns lower than qmin = 3 at the

time of interest. The spectrogram is shown in Fig. (3).

An unexpected hollow profile of beam ions was measured using the Fast Ion D↵ (FIDA)

10

Distribution	at	805ms	- DIII-D	shot	15924311	unstable	Alfvénic modes	at	805ms

tuning broadening parameters to match the expected saturation levels [2]. The resonance 

functions are essential components of the QL model of the code to describe the dynamics of EP 

distribution evolution, where particle diffusion occurs in both canonical toroidal momentum and 

particle energy.  We verify with the help of the guiding center code ORBIT that the resonances 

are indeed broadened by the amount determined by the pitch angle scattering frequency. The 

broadening enhanced by scattering is shown in left Fig.1(a), which shows that the broadened 

region is insensitive to the resonance island and fully determined by the scattering frequency. 

 The RBQ simulations find constant of motion diffusion rates for subsequent computation

by TRANSP’s NUBEAM 

package using the probabi-

lity density functions. The 

RBQ code has the capability

to efficiently evolve the 

mode amplitudes 

simultaneously (in regimes 

of both overlapping and 

isolated resonances) while 

self-consistently relaxing the

fast ion distribution function

in the presence of collisions 

in both interpretive and 

predictive regimes. RBQ 

employs realistic 

eigenstructures, damping 

rates and wave-particle 

interaction matrices pre-

computed by the NOVA-K code. The code in its 1D version was applied to DIII-D critical 

gradient experiments in predictive mode and reproduced the observed hollow fast ion radial 

profiles within the experimental uncertainties [1]. Examples of EP distribution function with and 

without EP diffusion computed by RBQ1D are shown in Fig.2. 

The resolution of EP diffusion near the resonance region allows the RBQ to compute the 

amplitude evolution which can exhibit oscillating, intermittent and saturated state behavior 

depending on the pitch angle scattering rate. This can be clearly observed in experiments when 

only few Alfvénic modes are excited such as in DIIID [3] and TFTR [4]. 

Our work reports on time-efficient, realistic simulations of fast ion losses in tokamaks 

and their implementation in the WDM using TRANSP. RBQ is being upgraded to include 2D 

constant of motion diffusion with the goal to include its results into the whole device modeling 

simulations to design the burning plasma experiments, such as ITER. An important element of 

such simulations is to understand how tokamak devices can operate with unstable but benign 

Alfvénic instabilities. Another goal is to predict the current drive by beam ions and fusion 

products. 
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that the fast ion distribution function is relaxed to the state 
when the growth rate, equation (14), decreases to the level of 
the damping rate. The initial growth rate for each considered 
AE is computed by the NOVA-K code (see equation  (A.1)) 
using the TRANSP computed EP distribution function when 
there is no EP diffusion due to the Alfvénic modes. Whereas 
the relaxed DF of the saturated state of the system defines the 
relaxed, saturated growth rate determined by equation (14).

This way we are not addressing the intermittency in AE 
transport seen in experiments (see figure 1), nor do we address 
the long time scale changes in AE stability as the RSAEs, for 
example, are sweeping its frequency on a hundred millisecond 
time scale.

The application of the predictive RBQ simulations within 
TRANSP are summarized in figures 6. After TRANSP turns 
the AE diffusion on at t  =  600 ms the diffusion coefficients are 
kept constant throughout simulations. Figure 6 shows that the 
neutron deficit inferred by TRANSP-based analysis, would 
be replicated by RBQ for an AE amplitude that is 0.85 times 
its predicted value. The beam density profiles remains hollow 
within the amplitude variations.

6. Summary and future plans

This paper demonstrated the effectiveness of the quasi-linear 
model in its applications for realistic simulations of the 
beam ion self-induced relaxation via the Alfvénic instabili-
ties. We have summarized the formulation for the Resonance 
Broadened QL (RBQ) numerical model with the EP diffusion 
near the resonances. The formulation can be applied for iso-
lated or for the overlapping modes.

The RBQ1D has been applied in the interpretive and in the 
predictive modes to DIII-D critical gradient experiments via 
prescription of the PDF for beam ions. Initial results show that 
the model is sound and ready to be applied to predict the fast 
ion relaxation in burning plasmas. However more validations 
are required in order to gain the confidence in its predictive 
capability.

Among the immediate plans we have the development of 
the RBQ in its 2D version where the EP diffusion paths are 

sensitive to AE toroidal mode number and its frequency. The 
number of refined grid points of energetic particle diffusion 
and the need to resolve the resonances make the 2D problem 
intrinsically complex and computationally demanding.
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Appendix A. Linear growth rate as a result of 
the nonadiabatic component of the distribution 
function

NOVA [27, 37] is a nonvariational, ideal MHD code primarily 
used to integrate non-Hermitian eigenmode equations  in the 
presence of EPs, using a general flux coordinate system. 
NOVA-K [38] is a stability code used to study the destabi-
lization of AEs by EPs free energy stored in the gradients of 
the distribution. The resonance response of energetic particles 
enter the system through the perturbed pressure associated 
with them. NOVA makes no use of inverse aspect ratio approx-
imation and hence is well suited to study spherical tokamaks. 
The code uses Fourier expansion in θ and cubic spline finite 
elements in the radial ψ direction. Following the procedure 
of Cheng [38] we may start with the MHD formalism where 
the fast particle contribution is treated perturbatively, with all 
perturbed quantities represented in the form

Figure 6. The same as in figure 5 but computed within the predictive TRANSP analysis. Different EP profile and evolution curves are color 
coded as indicated on the figure.
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the trapped banana orbit is ∼40 cm, more than half of the
plasma minor radius. At the end of the current ramp, the
equilibrium (bulk) FIDA density profiles appear
“clamped,” with peak density no longer increasing despite
increased beam power [Fig. 5(c)].
The fast-ion losses at the modulated beam frequency also

suddenly increase above a threshold in driving beam power.
In addition, the fast-ion losses exhibit larger, more frequent
transient bursts as beam power increases, appearing as a
growing tail of the probability distribution function of the
intermittency (Fig. 6). Here, intermittency is defined as the
raw data divided by the smoothed data (sampled at 1 MHz
and boxcar averaged with 0.1 ms window). While the total
AE power decreases in time through the current ramp, the
types of AEs evolve [as can be seen in the spectra in
Figs. 1(a) and 1(b)], with strong, simultaneous RSAEs and
TAEs generally occurring from 700 to 800 ms, correspond-
ing to a peak in the intermittent activity. In theory, if many
overlapping modes are present, particle diffusion can occur
over a larger portion of phase space, leading to an
avalanche of global redistribution and losses [21]. While
an absolute calibration of losses to assess the degree of wall
heating in the existing experiment is not available, it is
conceivable that the combination of AE-induced diffusive
and intermittent losses could be unacceptable in future

burning plasma devices, and further characterization of the
operative regime for this loss mechanism is needed.
For predictive studies of AE-induced transport, a fully

self-consistent numerical treatment would evolve the AE
structures, amplitudes, and frequencies with the fast-ion
distribution function and equilibrium plasma profiles.
Although recent progress has been impressive [22,23], this
approach is very expensive computationally. As an alter-
native, reduced models aim to make computation efficient
by avoiding detailed nonlinear calculations of wave-particle
resonances and saturated mode amplitudes, but accuracy
must be evaluated through experimental validation. While
the isotropic, fusion produced alpha particle distribution
function expected in the International Thermonuclear
Experimental Reactor (ITER) cannot be produced in
present-day devices where neutral beams drive anisotropic
fast ions, it is predicted that many small-amplitude AEs will
similarly be present in ITER [24]. The measurements of
diffusive and intermittent transport presented in this Letter
can be used to quantitatively validate AE critical-gradient
“stiff” transport models, giving greater confidence when
applying the numerical tool to ITER.
In recent work, the relaxed fast-ion pressure profile is

calculated by assuming that AE-induced fast-ion transport
is stiff above either the AE linear stability threshold [7] or a
microturbulent threshold [25]. The experimental results

FIG. 5. (a) Radial profile of ECE power spectra at a single time
slice. RSAEs occur at the minimum in q. (b) Fast-ion transport
measured with FIDA is localized to the midcore radii as beam
power increases. (c) At increasingly high beam powers, FIDA
density profiles at t ¼ 1035 ms are unchanged.

FIG. 6. (a) Spikes in the FILD data increase with beam power
quantified in (b) as a skewed tail in the event distribution function
of the raw signal divided by the 0.1 ms running average.
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Summary

Prediction	of	Alfvénic spectral	character

• Chirping	criterion	determines	when	reduced	models,	such	as	quasilinear,	can	be	applied	
– also	explains	why	chirping	is	more	common	in	spherical	tokamaks

• DIII-D	negative	triangularity experiments	confirm	prediction	that	chirping	is	more	prevalent	
when	turbulence	is	reduced	

• The	criterion	ITER	scenarios	are	predicted	to	be	near	boundary	between	chirping	and	fixed-
frequency	behavior	

Quasilinear modeling

• The	Resonance	Broadened	Quasilinear	(RBQ)	model	exactly	preserves	key	properties	of	the	full	
nonlinear	system	

– Extensively	verified	and	validated
• Integration	in	TRANSP	enables	predictions	in	realistic	scenarios	

– Captures	hollow	fast	ion	profiles	observed	in	DIII-D	discharges
33



Ongoing	study	on	the	evolution	of	toroidal	Alfvén	modes	in	
DIII-D,	with	a	changing	drive	due	to	beam	blips

34

The	INPA	signal	is	being	used	as	a	proxy	for	
the	mode	drive	
[Duarte	and	Van	Zeeland,	in	progress]
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First-principle	analytical	determination	of	the	
collisional	resonance	broadening	– part	I

2

stability, as is the case in Ref. 6 and 10, the results above
are readily applicable upon the mapping of the variables
Ï and � into kx and v/k, where x is the spatial variable,
v is the velocity and k is the wave vector.

Resonant particles are described via a distribution
function f (Ï, �; t). t is time and � = 0 determines
the resonance condition. The kinetic equation for a sin-
gle resonance is (the generalization of the method for
treating multiple non-overlapping resonances is straight-
forward, and will be presented in a subsequent more ex-
pansive publication rather than in this Letter)

ˆf
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+ � ˆf
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b eiÏ
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taken as either ‹K (F0 ≠ f), which are the creation
and annihilation terms of the Krook model [14] or
‹3
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2 (f ≠ F0) /ˆ�2, which is the di�usive scattering

operator [15], and ‹K and ‹scatt are the e�ective colli-
sion frequencies. Êb is the nonlinear trapping (bounce)
frequency at a given resonance, which is proportional
to the square root of the mode amplitude. F0 is the
distribution function in the absence of wave perturba-
tions. The distribution can be assumed of the form
f (Ï, �, t) = F0 (�) + f0 (�, t) +
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where the brackets on the right hand side denote either
Krook or scattering operators. Su�ciently close to the
linear instability threshold, with even moderate collision-
ality, ‹K,scatt/ (“L,0 ≠ “d) ∫ 1 is satisfied (“L,0 is the
mode linear growth rate at t = 0 and “d is the back-
ground damping rate). In this case, the detailed time
history is not essential for the description of the system’s
dynamics [17]. Then, to lowest order in Ê2

b /‹2
K,scatt one

can disregard the time derivative in (2). Therefore, the
principal time dependency contribution to fn comes from
Êb(t) rather than from a delayed time integral over the
particle distribution’s time history.

Starting with the Krook case, to first order in Ê2
b /‹2

K ,
Eq. (2) gives
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Defining the angle-independent distribution as f (�, t) ©
F0 (�) + f0 (�, t) and noting that by construction
ˆF0/ˆt = 0 and |F Õ

0| ∫ |f Õ
0|, one then obtains from Eqs.

(3) and (4) that the relaxation of f (�, t) is governed by
the di�usion equation
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where, for the Krook case, R (�) is

RK(�) = 1
fi‹K (1 + �2/‹2

K) . (6)

A somewhat similar procedure can be employed for the
scattering case. To first order in Ê2
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Eq. (2) along the characteristics, which gives
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Eq. (7) is then iterated in (2) to second order in
Ê2
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scatt. Again, using that ˆF0/ˆt = 0 and |F Õ

0| ∫ |f Õ
0|,

it is readily found that f (�, t) © F0 (�) + f0 (�, t) for
the scattering case also satisfies an equation of the form
of Eq. (5), with

Rscatt (�) = 1
fi‹scatt

⁄ Œ

0
ds cos

3
�s

‹scatt

4
e≠s3/3. (8)

The resonance functions (6) and (8) are plotted in Fig.
1(a). The property

s Œ
≠Œ F(�)d� = 1, expected for func-

tions that replace a delta function, is automatically satis-
fied by both forms of the resonance function. For a self-
consistent description, the QL di�usion Eq. (5) must
be solved simultaneously with the Eq. for amplitude
evolution, d

--Ê2
b

--2
/dt = 2 (“L (t) ≠ “d)

--Ê2
b

--2, and for the
growth rate, “L (t) = fi

4
s Œ
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Interestingly, functions similar to (6) and (8) appear in
the context of broadening of atomic emission lines - their
equivalent are Eq. 12 of [18] and Eq. 5.68 (with p = 1)
of [19], respectively. Eq. (8) has the same form of the
function calculated by Dupree [20] in a di�erent context,
namely in the study of strong turbulence theory, where
a dense spectrum of fluctuations di�use particles away
from their free-streaming trajectories (see Ref. [21] for
a review covering broadening theories in strong turbu-
lence). In that case, a renormalized average propagator
was introduced and the cubic term in the argument of
the exponential is proportional to a collisionless di�usion
coe�cient.

A concern might arise about the physical significance
of a resonance function that is negative in a part of its
domain, as is shown in Fig. 1(a) for the function (8). We
note that for the problem treated in the present work,
the collisional di�usion ensures that the overall di�usion
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Eq. (7) is then iterated in (2) to second order in
Ê2

b /‹2
scatt. Again, using that ˆF0/ˆt = 0 and |F Õ

0| ∫ |f Õ
0|,

it is readily found that f (�, t) © F0 (�) + f0 (�, t) for
the scattering case also satisfies an equation of the form
of Eq. (5), with

Rscatt (�) = 1
fi‹scatt

⁄ Œ

0
ds cos

3
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‹scatt

4
e≠s3/3. (8)

The resonance functions (6) and (8) are plotted in Fig.
1(a). The property

s Œ
≠Œ F(�)d� = 1, expected for func-

tions that replace a delta function, is automatically satis-
fied by both forms of the resonance function. For a self-
consistent description, the QL di�usion Eq. (5) must
be solved simultaneously with the Eq. for amplitude
evolution, d

--Ê2
b

--2
/dt = 2 (“L (t) ≠ “d)

--Ê2
b

--2, and for the
growth rate, “L (t) = fi

4
s Œ

≠Œ d�R ˆf(�,t)
ˆ� .

Interestingly, functions similar to (6) and (8) appear in
the context of broadening of atomic emission lines - their
equivalent are Eq. 12 of [18] and Eq. 5.68 (with p = 1)
of [19], respectively. Eq. (8) has the same form of the
function calculated by Dupree [20] in a di�erent context,
namely in the study of strong turbulence theory, where
a dense spectrum of fluctuations di�use particles away
from their free-streaming trajectories (see Ref. [21] for
a review covering broadening theories in strong turbu-
lence). In that case, a renormalized average propagator
was introduced and the cubic term in the argument of
the exponential is proportional to a collisionless di�usion
coe�cient.

A concern might arise about the physical significance
of a resonance function that is negative in a part of its
domain, as is shown in Fig. 1(a) for the function (8). We
note that for the problem treated in the present work,
the collisional di�usion ensures that the overall di�usion
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stability, as is the case in Ref. 6 and 10, the results above
are readily applicable upon the mapping of the variables
Ï and � into kx and v/k, where x is the spatial variable,
v is the velocity and k is the wave vector.

Resonant particles are described via a distribution
function f (Ï, �; t). t is time and � = 0 determines
the resonance condition. The kinetic equation for a sin-
gle resonance is (the generalization of the method for
treating multiple non-overlapping resonances is straight-
forward, and will be presented in a subsequent more ex-
pansive publication rather than in this Letter)
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linear instability threshold, with even moderate collision-
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f1 = iF Õ
0Ê2
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Eq. (7) is then iterated in (2) to second order in
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The resonance functions (6) and (8) are plotted in Fig.
1(a). The property
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≠Œ F(�)d� = 1, expected for func-

tions that replace a delta function, is automatically satis-
fied by both forms of the resonance function. For a self-
consistent description, the QL di�usion Eq. (5) must
be solved simultaneously with the Eq. for amplitude
evolution, d
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growth rate, “L (t) = fi

4
s Œ

≠Œ d�R ˆf(�,t)
ˆ� .

Interestingly, functions similar to (6) and (8) appear in
the context of broadening of atomic emission lines - their
equivalent are Eq. 12 of [18] and Eq. 5.68 (with p = 1)
of [19], respectively. Eq. (8) has the same form of the
function calculated by Dupree [20] in a di�erent context,
namely in the study of strong turbulence theory, where
a dense spectrum of fluctuations di�use particles away
from their free-streaming trajectories (see Ref. [21] for
a review covering broadening theories in strong turbu-
lence). In that case, a renormalized average propagator
was introduced and the cubic term in the argument of
the exponential is proportional to a collisionless di�usion
coe�cient.

A concern might arise about the physical significance
of a resonance function that is negative in a part of its
domain, as is shown in Fig. 1(a) for the function (8). We
note that for the problem treated in the present work,
the collisional di�usion ensures that the overall di�usion
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stability, as is the case in Ref. 6 and 10, the results above
are readily applicable upon the mapping of the variables
Ï and � into kx and v/k, where x is the spatial variable,
v is the velocity and k is the wave vector.

Resonant particles are described via a distribution
function f (Ï, �; t). t is time and � = 0 determines
the resonance condition. The kinetic equation for a sin-
gle resonance is (the generalization of the method for
treating multiple non-overlapping resonances is straight-
forward, and will be presented in a subsequent more ex-
pansive publication rather than in this Letter)
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where the brackets on the right hand side denote either
Krook or scattering operators. Su�ciently close to the
linear instability threshold, with even moderate collision-
ality, ‹K,scatt/ (“L,0 ≠ “d) ∫ 1 is satisfied (“L,0 is the
mode linear growth rate at t = 0 and “d is the back-
ground damping rate). In this case, the detailed time
history is not essential for the description of the system’s
dynamics [17]. Then, to lowest order in Ê2

b /‹2
K,scatt one

can disregard the time derivative in (2). Therefore, the
principal time dependency contribution to fn comes from
Êb(t) rather than from a delayed time integral over the
particle distribution’s time history.

Starting with the Krook case, to first order in Ê2
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K ,
Eq. (2) gives
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Defining the angle-independent distribution as f (�, t) ©
F0 (�) + f0 (�, t) and noting that by construction
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where, for the Krook case, R (�) is

RK(�) = 1
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K) . (6)

A somewhat similar procedure can be employed for the
scattering case. To first order in Ê2
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scatt, we integrate

Eq. (2) along the characteristics, which gives

f1 = iF Õ
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Eq. (7) is then iterated in (2) to second order in
Ê2

b /‹2
scatt. Again, using that ˆF0/ˆt = 0 and |F Õ

0| ∫ |f Õ
0|,
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the scattering case also satisfies an equation of the form
of Eq. (5), with
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The resonance functions (6) and (8) are plotted in Fig.
1(a). The property

s Œ
≠Œ F(�)d� = 1, expected for func-

tions that replace a delta function, is automatically satis-
fied by both forms of the resonance function. For a self-
consistent description, the QL di�usion Eq. (5) must
be solved simultaneously with the Eq. for amplitude
evolution, d

--Ê2
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--2
/dt = 2 (“L (t) ≠ “d)

--Ê2
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--2, and for the
growth rate, “L (t) = fi
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Interestingly, functions similar to (6) and (8) appear in
the context of broadening of atomic emission lines - their
equivalent are Eq. 12 of [18] and Eq. 5.68 (with p = 1)
of [19], respectively. Eq. (8) has the same form of the
function calculated by Dupree [20] in a di�erent context,
namely in the study of strong turbulence theory, where
a dense spectrum of fluctuations di�use particles away
from their free-streaming trajectories (see Ref. [21] for
a review covering broadening theories in strong turbu-
lence). In that case, a renormalized average propagator
was introduced and the cubic term in the argument of
the exponential is proportional to a collisionless di�usion
coe�cient.

A concern might arise about the physical significance
of a resonance function that is negative in a part of its
domain, as is shown in Fig. 1(a) for the function (8). We
note that for the problem treated in the present work,
the collisional di�usion ensures that the overall di�usion
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stability, as is the case in Ref. 6 and 10, the results above
are readily applicable upon the mapping of the variables
Ï and � into kx and v/k, where x is the spatial variable,
v is the velocity and k is the wave vector.

Resonant particles are described via a distribution
function f (Ï, �; t). t is time and � = 0 determines
the resonance condition. The kinetic equation for a sin-
gle resonance is (the generalization of the method for
treating multiple non-overlapping resonances is straight-
forward, and will be presented in a subsequent more ex-
pansive publication rather than in this Letter)
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where the brackets on the right hand side denote either
Krook or scattering operators. Su�ciently close to the
linear instability threshold, with even moderate collision-
ality, ‹K,scatt/ (“L,0 ≠ “d) ∫ 1 is satisfied (“L,0 is the
mode linear growth rate at t = 0 and “d is the back-
ground damping rate). In this case, the detailed time
history is not essential for the description of the system’s
dynamics [17]. Then, to lowest order in Ê2

b /‹2
K,scatt one

can disregard the time derivative in (2). Therefore, the
principal time dependency contribution to fn comes from
Êb(t) rather than from a delayed time integral over the
particle distribution’s time history.

Starting with the Krook case, to first order in Ê2
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Defining the angle-independent distribution as f (�, t) ©
F0 (�) + f0 (�, t) and noting that by construction
ˆF0/ˆt = 0 and |F Õ

0| ∫ |f Õ
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A somewhat similar procedure can be employed for the
scattering case. To first order in Ê2
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Eq. (7) is then iterated in (2) to second order in
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The resonance functions (6) and (8) are plotted in Fig.
1(a). The property
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≠Œ F(�)d� = 1, expected for func-

tions that replace a delta function, is automatically satis-
fied by both forms of the resonance function. For a self-
consistent description, the QL di�usion Eq. (5) must
be solved simultaneously with the Eq. for amplitude
evolution, d
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--2, and for the
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Interestingly, functions similar to (6) and (8) appear in
the context of broadening of atomic emission lines - their
equivalent are Eq. 12 of [18] and Eq. 5.68 (with p = 1)
of [19], respectively. Eq. (8) has the same form of the
function calculated by Dupree [20] in a di�erent context,
namely in the study of strong turbulence theory, where
a dense spectrum of fluctuations di�use particles away
from their free-streaming trajectories (see Ref. [21] for
a review covering broadening theories in strong turbu-
lence). In that case, a renormalized average propagator
was introduced and the cubic term in the argument of
the exponential is proportional to a collisionless di�usion
coe�cient.

A concern might arise about the physical significance
of a resonance function that is negative in a part of its
domain, as is shown in Fig. 1(a) for the function (8). We
note that for the problem treated in the present work,
the collisional di�usion ensures that the overall di�usion
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of a one-dimensional electrostatic bump-on-tail instabil-
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the resonance condition. The kinetic equation for a sin-
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forward, and will be presented in a subsequent more ex-
pansive publication rather than in this Letter)
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where the brackets on the right hand side denote either
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linear instability threshold, with even moderate collision-
ality, ‹K,scatt/ (“L,0 ≠ “d) ∫ 1 is satisfied (“L,0 is the
mode linear growth rate at t = 0 and “d is the back-
ground damping rate). In this case, the detailed time
history is not essential for the description of the system’s
dynamics [17]. Then, to lowest order in Ê2
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Interestingly, functions similar to (6) and (8) appear in
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equivalent are Eq. 12 of [18] and Eq. 5.68 (with p = 1)
of [19], respectively. Eq. (8) has the same form of the
function calculated by Dupree [20] in a di�erent context,
namely in the study of strong turbulence theory, where
a dense spectrum of fluctuations di�use particles away
from their free-streaming trajectories (see Ref. [21] for
a review covering broadening theories in strong turbu-
lence). In that case, a renormalized average propagator
was introduced and the cubic term in the argument of
the exponential is proportional to a collisionless di�usion
coe�cient.

A concern might arise about the physical significance
of a resonance function that is negative in a part of its
domain, as is shown in Fig. 1(a) for the function (8). We
note that for the problem treated in the present work,
the collisional di�usion ensures that the overall di�usion
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gle resonance is (the generalization of the method for
treating multiple non-overlapping resonances is straight-
forward, and will be presented in a subsequent more ex-
pansive publication rather than in this Letter)

ˆf

ˆt
+ � ˆf

ˆÏ
+ Re

!
Ê2

b eiÏ
" ˆf

ˆ� = C [f, F0] , (1)

where the form for the collisional operator C[f, F0] is
taken as either ‹K (F0 ≠ f), which are the creation
and annihilation terms of the Krook model [14] or
‹3

scattˆ
2 (f ≠ F0) /ˆ�2, which is the di�usive scattering

operator [15], and ‹K and ‹scatt are the e�ective colli-
sion frequencies. Êb is the nonlinear trapping (bounce)
frequency at a given resonance, which is proportional
to the square root of the mode amplitude. F0 is the
distribution function in the absence of wave perturba-
tions. The distribution can be assumed of the form
f (Ï, �, t) = F0 (�) + f0 (�, t) +

Œq
n=1

!
fn (�, t) einÏ + c.c.

"

with the ordering |F Õ
0| ∫

---f Õ(1)
1

--- ∫
---f Õ(2)

0

--- ,
---f Õ(2)

2

--- [16].
The prime denotes the derivative with respect to � while
the superscript denotes the order in the wave amplitude
(equivalently, in orders of Ê2

b ). Then the fn satisfy

ˆfn

ˆt + in�fn + 1
2

!
Ê2

b f Õ
n≠1 + Ê2ú

b f Õ
n+1

"
=

=
)

≠‹Kfn, ‹3
scattf

ÕÕ
n

* (2)

where the brackets on the right hand side denote either
Krook or scattering operators. Su�ciently close to the
linear instability threshold, with even moderate collision-
ality, ‹K,scatt/ (“L,0 ≠ “d) ∫ 1 is satisfied (“L,0 is the
mode linear growth rate at t = 0 and “d is the back-
ground damping rate). In this case, the detailed time
history is not essential for the description of the system’s
dynamics [17]. Then, to lowest order in Ê2

b /‹2
K,scatt one

can disregard the time derivative in (2). Therefore, the
principal time dependency contribution to fn comes from
Êb(t) rather than from a delayed time integral over the
particle distribution’s time history.

Starting with the Krook case, to first order in Ê2
b /‹2

K ,
Eq. (2) gives

f1 = Ê2
b F Õ

0
2 (i� + ‹K) . (3)

Noting that the reality constraint implies f≠1 = fú
1 , to

second order in Ê2
b /‹2

K , (2) gives
ˆf0
ˆt

+ 1
2

!
Ê2

b [f Õ
1]ú + Ê2ú

b f Õ
1
"

= ≠‹Kf0. (4)

Defining the angle-independent distribution as f (�, t) ©
F0 (�) + f0 (�, t) and noting that by construction
ˆF0/ˆt = 0 and |F Õ

0| ∫ |f Õ
0|, one then obtains from Eqs.

(3) and (4) that the relaxation of f (�, t) is governed by
the di�usion equation

ˆf (�, t)
ˆt

≠ fi

2
ˆ

ˆ�

5--Ê2
b

--2 R (�) ˆf (�, t)
ˆ�

6
= C [f, F0] (5)

where, for the Krook case, R (�) is

RK(�) = 1
fi‹K (1 + �2/‹2

K) . (6)

A somewhat similar procedure can be employed for the
scattering case. To first order in Ê2

b /‹2
scatt, we integrate

Eq. (2) along the characteristics, which gives

f1 = iF Õ
0Ê2

b (t)
2‹scatt

⁄ 0

≠Œ
dsei �

‹scatt
ses3/3. (7)

Eq. (7) is then iterated in (2) to second order in
Ê2

b /‹2
scatt. Again, using that ˆF0/ˆt = 0 and |F Õ

0| ∫ |f Õ
0|,

it is readily found that f (�, t) © F0 (�) + f0 (�, t) for
the scattering case also satisfies an equation of the form
of Eq. (5), with

Rscatt (�) = 1
fi‹scatt

⁄ Œ

0
ds cos

3
�s

‹scatt

4
e≠s3/3. (8)

The resonance functions (6) and (8) are plotted in Fig.
1(a). The property

s Œ
≠Œ F(�)d� = 1, expected for func-

tions that replace a delta function, is automatically satis-
fied by both forms of the resonance function. For a self-
consistent description, the QL di�usion Eq. (5) must
be solved simultaneously with the Eq. for amplitude
evolution, d

--Ê2
b

--2
/dt = 2 (“L (t) ≠ “d)

--Ê2
b

--2, and for the
growth rate, “L (t) = fi

4
s Œ

≠Œ d�R ˆf(�,t)
ˆ� .

Interestingly, functions similar to (6) and (8) appear in
the context of broadening of atomic emission lines - their
equivalent are Eq. 12 of [18] and Eq. 5.68 (with p = 1)
of [19], respectively. Eq. (8) has the same form of the
function calculated by Dupree [20] in a di�erent context,
namely in the study of strong turbulence theory, where
a dense spectrum of fluctuations di�use particles away
from their free-streaming trajectories (see Ref. [21] for
a review covering broadening theories in strong turbu-
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1(a). The property
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namely in the study of strong turbulence theory, where
a dense spectrum of fluctuations di�use particles away
from their free-streaming trajectories (see Ref. [21] for
a review covering broadening theories in strong turbu-
lence). In that case, a renormalized average propagator
was introduced and the cubic term in the argument of
the exponential is proportional to a collisionless di�usion
coe�cient.

A concern might arise about the physical significance
of a resonance function that is negative in a part of its
domain, as is shown in Fig. 1(a) for the function (8). We
note that for the problem treated in the present work,
the collisional di�usion ensures that the overall di�usion
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are readily applicable upon the mapping of the variables
Ï and � into kx and v/k, where x is the spatial variable,
v is the velocity and k is the wave vector.

Resonant particles are described via a distribution
function f (Ï, �; t). t is time and � = 0 determines
the resonance condition. The kinetic equation for a sin-
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treating multiple non-overlapping resonances is straight-
forward, and will be presented in a subsequent more ex-
pansive publication rather than in this Letter)

ˆf

ˆt
+ � ˆf

ˆÏ
+ Re

!
Ê2

b eiÏ
" ˆf

ˆ� = C [f, F0] , (1)

where the form for the collisional operator C[f, F0] is
taken as either ‹K (F0 ≠ f), which are the creation
and annihilation terms of the Krook model [14] or
‹3

scattˆ
2 (f ≠ F0) /ˆ�2, which is the di�usive scattering

operator [15], and ‹K and ‹scatt are the e�ective colli-
sion frequencies. Êb is the nonlinear trapping (bounce)
frequency at a given resonance, which is proportional
to the square root of the mode amplitude. F0 is the
distribution function in the absence of wave perturba-
tions. The distribution can be assumed of the form
f (Ï, �, t) = F0 (�) + f0 (�, t) +

Œq
n=1

!
fn (�, t) einÏ + c.c.

"

with the ordering |F Õ
0| ∫

---f Õ(1)
1

--- ∫
---f Õ(2)

0

--- ,
---f Õ(2)

2

--- [16].
The prime denotes the derivative with respect to � while
the superscript denotes the order in the wave amplitude
(equivalently, in orders of Ê2

b ). Then the fn satisfy

ˆfn

ˆt + in�fn + 1
2

!
Ê2

b f Õ
n≠1 + Ê2ú

b f Õ
n+1

"
=

=
)

≠‹Kfn, ‹3
scattf

ÕÕ
n

* (2)
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linear instability threshold, with even moderate collision-
ality, ‹K,scatt/ (“L,0 ≠ “d) ∫ 1 is satisfied (“L,0 is the
mode linear growth rate at t = 0 and “d is the back-
ground damping rate). In this case, the detailed time
history is not essential for the description of the system’s
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Interestingly, functions similar to (6) and (8) appear in
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equivalent are Eq. 12 of [18] and Eq. 5.68 (with p = 1)
of [19], respectively. Eq. (8) has the same form of the
function calculated by Dupree [20] in a di�erent context,
namely in the study of strong turbulence theory, where
a dense spectrum of fluctuations di�use particles away
from their free-streaming trajectories (see Ref. [21] for
a review covering broadening theories in strong turbu-
lence). In that case, a renormalized average propagator
was introduced and the cubic term in the argument of
the exponential is proportional to a collisionless di�usion
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A concern might arise about the physical significance
of a resonance function that is negative in a part of its
domain, as is shown in Fig. 1(a) for the function (8). We
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equivalent are Eq. 12 of [18] and Eq. 5.68 (with p = 1)
of [19], respectively. Eq. (8) has the same form of the
function calculated by Dupree [20] in a di�erent context,
namely in the study of strong turbulence theory, where
a dense spectrum of fluctuations di�use particles away
from their free-streaming trajectories (see Ref. [21] for
a review covering broadening theories in strong turbu-
lence). In that case, a renormalized average propagator
was introduced and the cubic term in the argument of
the exponential is proportional to a collisionless di�usion
coe�cient.

A concern might arise about the physical significance
of a resonance function that is negative in a part of its
domain, as is shown in Fig. 1(a) for the function (8). We
note that for the problem treated in the present work,
the collisional di�usion ensures that the overall di�usion

• A	QL	theory	naturally	emerges	when	considering	kinetic	theory	near	threshold	when	
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of a one-dimensional electrostatic bump-on-tail instabil-
ity, as is the case in Ref. 6 and 10, the results above are
readily applicable upon the mapping of the variables Ï
and � into kx and v/k, where x is the spatial variable, v
is the velocity and k is the wave vector.

Resonant particles are described via a distribution
function f (Ï, �; t). t is time and � = 0 determines
the resonance condition. The kinetic equation for a sin-
gle resonance is (the generalization of the method for
treating multiple non-overlapping resonances is straight-
forward, and will be presented in a subsequent more ex-
pansive publication rather than in this Letter)
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lence). In that case, a renormalized average propagator
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domain, as is shown in Fig. 1(a) for the function (8). We
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where – =
!
8‹4

K

"≠1 for the Krook case and – =
� (1/3) (3/2)1/3

/
!
6‹4

scatt

"
for the scattering case. Com-

parison with the above expressions for the calculated QL
growth rates imply that they are equal to the nonlinear
growth rate at all times for both collisional cases.

In conclusion, we have constructed a QL transport the-
ory from first principles that is able to account for the
excitation of an isolated resonance. The conventional QL
theory requires resonance overlapping to be obeyed, via
the Chirikov criterion Chirikov [23]. Near marginal sta-
bility, the stochasticity introduced by collisions or back-
ground turbulence ensures that the particle orbital mo-
tion loses coherence in order to justify a di�usive ap-
proach. Besides, in the present work, the shape of the
resonance function emerges naturally in the calculation
which, therefore, removes a major arbitrariness of the
framework proposed in Ref. 10, and does so by means
of a systematic derivation that does not require any as-
sumption other than near marginality.

It has been demonstrated that near marginal stability,
the systematic QL theory we developed replicates the
identical growth rates and saturation levels as predicted
by a significantly more complex nonlinear kinetic theory
based on solving a time delayed integro-di�erential equa-
tion. The demonstration did not rely on any assumption
for the specific form of the distribution. We note that
our demonstration assumed that the overall system is
governed by a QL equation that self-consistently embod-
ies collisional e�ects via a resonance function that was
previously determined from first principles ((6) and (8)).
However, a QL theory, being a reduced framework, does
not contain all the relevant information as to the detailed
angle-resolved distribution function. Hence, in work to
be shown elsewhere, we have also developed an alterna-
tive formal approach, that produces additional structure
as part of the perturbed distribution function that is not
described by the coarse-grained QL theory. However, we
have shown that this additional structure does not alter
the nonlinear corrections to the field amplitude, predicted
by the QL theory we report here. A description of the
results of this more general approach will be given in a
later more detailed paper.
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highest maximum not immediately arising, a surprising
result which we will discuss below.
When g ; gL 2 gd ø gL one can expect to develop

an analysis based on the closeness to marginal stability.
For the sink that balances a constant source of particles
we choose a particle annihilation model with n the annihi-
lation rate. We will assume n , g and that the relevant
nonlinear time scale t , 1yg is shorter than v21

B , the
characteristic time it takes a trapped particle to complete
a period. Hence we develop a perturbative analysis based
on small deviations of the particles from their unperturbed
orbits; formally we generate an expansion in the small pa-
rameter svBtd2. Below we show that this procedure leads
to the prediction of a steady state mode amplitude given
by vB ≠ 8

1y4nsgygLd1y4 which satisfies our assumption
that vBt is small. This steady solution is only stable for
n . n

cr

; 4.38g. For smaller n values the amplitude is
found to oscillate in time (close to the steady state one if
n

cr

2 n ø n
cr

). However, when n is sufficiently small,
it is found from numerical integration and verified with a
self-similar solution that the solution of the perturbatively
derived equations blows up in a finite time. In reality
this singular behavior leads to a level where the pertur-
bation method fails. Saturation is then due to the natural
saturation mechanism, where the distribution function flat-
tens about the separatrix when vB rises to the level that
it is ,g.
To begin the analysis we use a perturbative proce-

dure to solve the equation for the distribution func-
tion Fsx, y, td in the presence of an electric field, E ≠
ˆEstd cosskx 2 vt 1 ad,

≠F
≠t

1 y
≠F
≠x

1
e
m

ˆEstd3

cosskx 2 vt 1 ad
≠F
≠y

1 nF ≠ Ssyd , (1)

where e and m are the particle charge and mass, respec-
tively, a is a phase which can be shown to remain con-
stant in our problem, and Ssyd the source of particles. We
will write F as a Fourier series

F ≠ F
0

1 f
0

1
X̀

n≠1

f fn expsincd 1 c.c.g , (2)

where F
0

≠ Ssydyn is the equilibrium distribution when
ˆE ≠ 0 and c ; kx 2 vt 1 a.
The evolution equation for the wave amplitude is de-

termined by the condition that the time rate of change of
wave energy ≠WEy≠t is equal to the negative of the power
dissipated into the background plasma 22gdWE plus the
power P the energetic particles transfer to the waves

P 7 2
ev

k

Z
dx dy Esx, tdFsx, y, td .

Note that for plasma waves the wave energy takes

into account field energy and kinetic energy due to
oscillations at the plasma frequency and is given by
WE ≠

R
dx E2sx, tdy4p where the x integration is over a

wavelength. Now using these relations, we obtain

≠ ˆEstd
≠t

≠ 2
4pev

k
Re

Z
f

1

dy 2 gd ˆEstd . (3)

Thus we need to determine
R

dy f
1

in terms of ˆEstd from
Eq. (1) and substitute it into Eq. (3).
We assume that F can be expressed as a power series

in Estd and we can truncate terms at sufficiently high n
(we neglect n $ 3). With u ≠ ky, the equations for fn
sn ≠ 0, 1, 2d are
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2
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where v2

B ; ek ˆEstdym. These equations are integrated
iteratively, assuming F

0

¿ f
1

¿ f
2

, f
0

with the initial
condition F ≠ F

0

. It turns out that f
2

does not contribute
to the final result. By performing the time integration
of Eqs. (4) we find

R
dy f

1

sy, td that reduces Eq. (3) to
the form

d
dt

v2

B ≠ sgL 2 gddv2

Bstd 2
gL

2

Z t

ty2

dt0 st 2 t0d2v2

Bst0d

3
Z t0

t2t0
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1

expf2ns2t 2 t0 2 t
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3 v2

Bst
1

dv2

Bst0 1 t
1

2 td , (5)

where gL ≠ 2p2se2vymk2d≠F
0

svykdy≠y. We rescale
our variables with the transformations t ≠ sgL 2 gddt,
A ≠ fv2

BysgL 2 gdd2g fgLysgL 2 gddg1y2, n̂ ≠ nysgL 2
gdd. Equation (5) can then be written as

dA
dt

≠ Astd 2
1

2

Z ty2

0

dz z2Ast 2 zd

3
Z t22z

0

dx expf2n̂s2z 1 xdg

3 Ast 2 z 2 xdAst 2 2z 2 xd . (6)

Note that n̂ is the only parameter appearing in Eq. (6).
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The evolution equation for the wave amplitude is de-

termined by the condition that the time rate of change of
wave energy ≠WEy≠t is equal to the negative of the power
dissipated into the background plasma 22gdWE plus the
power P the energetic particles transfer to the waves
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Note that n̂ is the only parameter appearing in Eq. (6).

1257

VOLUME 76, NUMBER 8 P HY S I CA L REV I EW LE T T ER S 19 FEBRUARY 1996
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Determining	the	parametric	dependencies	of	the	
broadening	from	single	mode	saturation	levels

The	broadening	is	assumed	with	the	parametric	form																																											where	the	
coefficients				and				are	determined	in	order	to	enforce	QL	theory	to	replicate	known	
nonlinear	saturation	levels:

Limit	near	marginal	stability3
→		

Limit	far	from	marginal	stability4
→		

Resonance-broadened	quasilinear	formalism	can	cope	with	both	situations	of	isolated	
and	overlapping	modes

3H.	L.	Berk et	al.	Plasma	Phys.	Rep,	23(9),	1997			4H.	L.	Berk and	B.	N.	Breizman.	Phys.	Fluids	B,	2(9),	1990	

Introduction TAE-EPs Interaction Interaction in Toroidal Geometry LBQ Model Results and Conclusions
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�d
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! � = 1.35

There are no analytic approximation for intermediate values.
Therefore, we use numerical simulation (BOT) to find p.
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Introduction TAE-EPs Interaction Interaction in Toroidal Geometry LBQ Model Results and Conclusions

Determining the Parameters � and �

We use analytic results for determining � and �.

Limit near marginal stability3 !b � ⌫e↵

!b = 1.18⌫e↵
⇣
�L0��d
�L0

⌘1/4
! � = 1.25

Limit far from marginal stability4 !b ⌧ ⌫e↵

!b = 1.2⌫e↵
⇣
�L0��d

�d

⌘1/3
! � = 1.35

There are no analytic approximation for intermediate values.
Therefore, we use numerical simulation (BOT) to find p.

3H. L. Berk et al. Plasma Phys. Rep, 23(9), 1997
4H. L. Berk and B. N. Breizman. Phys. Fluids B, 2(9), 1990

1

�⌦ = a!b + b⌫eff

@f

@t
=

@

@I

X

n,l,m,m0

D(I; t)
@f

@I

1

a

b

b = 3.1

A(t) =
A(0)etp

1� gA2(0) (1� e2t)
(1)

g ⌘ ´ d�H�(1/3)
6⌫̂4

eff

�
3
2

�1/3.
�B✓/B = ⌫2eff

1

a

b

b = 3.1

A(t) =
A(0)etp

1� gA2(0) (1� e2t)
(1)

g ⌘ ´ d�H�(1/3)
6⌫̂4

eff

�
3
2

�1/3.
�B✓/B = ⌫2eff

1

a

b

b = 3.1

A(t) =
A(0)etp

1� gA2(0) (1� e2t)
(1)

g ⌘ ´ d�H�(1/3)
6⌫̂4

eff

�
3
2

�1/3.
�B✓/B = ⌫2eff 1

a = 2.7

b

b = 3.1

A(t) =
A(0)etp

1� gA2(0) (1� e2t)
(1)

g ⌘ ´ d�H�(1/3)
6⌫̂4

eff

�
3
2

�1/3.
�B✓/B = ⌫2eff

Top-hat,	square	
resonance	function	
heuristically	assumed



Before
chirping,	
at
900ms:	
D~1m2/s

During
chirping,	
at 960ms:	
D~0.2m2/s

TRANSP	run
Diffusivity

vs
time

Diffusivity drop
due to L→H	

mode
transition

Strong	rotation
shear was
observed
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Characterization of a	rarely observed chirping mode in	DIII-D



>0:	fixed-frequency solution likely
<0:	chirping likely to occur
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For the resonances to be linearly destabilizing to positive 
energy waves, Int (plotted in figure 2) is the only component 
of the criterion (3) that can be negative from the phase-space 
regions which contribute positively to the instability growth. 
N is a normalization factor consisting of the same sum that 
appears in equation (3) except for Int. Thus, in NOVA-K we 
use the contributions from each resonance weighted in accord 
with the appropriate eigenfunction (that fits the measured 
field structure) and the position in phase space of the resonant 
interaction. We will see that this procedure produces quite a 
different conclusion from the less detailed method that uses a 
single characteristic factor, as is the case in figure 1.

Non-steady oscillations, with the likelihood of chirp-
ing, are predicted to occur if Crt  <  0 while a steady (fixed-
frequency) solution exists if Crt  >  0. However, we see from 
figure 2 that Int could be an order of magnitude larger in phase 
space regions where / !ν ν 1.04stoch drag  compared with regions 
where / !ν ν 1.04stoch drag . Hence, because of this disparity, it 
can turn out that a choice of the use of a single characteristic 
value for /ν νstoch drag, would lead to a positive value for Crt 
while the use of the appropriately weighted average leads to 
a negative value for Crt. Such a change is indeed the case for 
all the TFTR and DIII-D modes and for most of the NSTX 

modes shown in figure  1, where νstoch was considered sim-
ply as νscatt. The reason for this sensitivity is that there will 
always be a contribution to Crt from a phase space region 
where / ≪ν ν 1scatt drag  because our modeling of the pitch angle 
scattering coefficient goes to zero as µ vanishes [26]. Hence 
even when the characteristic value of /ν νscatt drag is substantially 
greater than unity, one still can find that Crt  <  0.

The above observation indicates that pitch-angle scat-
tering νscatt may not always be the dominant mechanism in 
determining νstoch. Hence, we now introduce the contribution 
of fast-ion electrostatic micro-turbulence for the determina-
tion of νstoch through the following procedure introduced by 
Lang and Fu [27]. The TRANSP code [28] is employed to 
obtain the thermal ion radial thermal conductivity, χi (which 
is essentially the particle diffusivity, Di [29]) based on power 
balance. The heat diffusivity due to collisions is subtracted 
out and the remaining diffusivity is attributed to micro- 
turbulence interaction with the ions. Then the EPs diffusivity 
is estimated by using the scalings determined in a gyrokinetic 
simulation of electrostatic turbulence [30], which for pass-
ing particles gives /≈D D T E5 i iEP EP. In the experiments we 
analyzed, the drive was mostly from the passing particles and 
therefore we used this relation as an estimate for DEP. The 
response of the resonant EPs to perturbing fields is essentially 
one-dimensional [18] and produces steep gradients in the EP 
distribution in this perturbing direction. We can then accu-
rately account for the diffusion that is directed in all phase 
space directions, by projecting the actual diffusion from all 
these directions onto the steepest gradient path defined by the 
one-dimensional dynamics, using the specific relation given 
by equation  (2) of [27]. Details of the method are given in 
[26].

In considering the classical transport processes, we only 
included the dominant transport process of pitch angle 
scattering, which is larger than energy scattering by a fac-
tor  ∼ /E TiEP . Also, the collisional effects from beam-beam 
interactions have been neglected since they are smaller than 
the beam-background interactions by a factor  ∼ /n nb i, with nb 
being the density of the EPs injected by the neutral beam and 
ni the background ion density. RF fields have been shown to 

Figure 1. Comparison between analytical predictions with 
experiment when single characteristic values for phase space 
parameters are chosen. The dotted line delineates the region of 
existence of steady amplitude solutions of the cubic equation (2) 
while the solid line delineates the region of stability, as predicted 
by [16]. Modes that chirped are represented in red and the ones 
that were steady are in black, as experimentally observed for TAEs, 
RSAEs and BAAEs in DIII-D (circular discs), TAEs in NSTX 
(diamonds) and TAE in TFTR (square).

Figure 2. Int (equation (4)) plotted in terms of local values of 
/ν νstoch drag.

Nucl. Fusion 57 (2017) 054001

Starting point:	lowest-order nonlinear correction to the evolution of mode amplitude	A:

1

Crt ? 0

-
_

stabilizing
destabilizing (makes integral	sign flip)

Berk,	Breizman and	
Pekker,	PRL	1996
Lilley,	Breizman and	
Sharapov,	PRL	2009

-
_

Chirping	criterion:

(nonlinear prediction from linear	physics elements->incorporated into NOVA-K	code )

Blow up of A	in	a	finite time->	system	enters a	strong nonlinear phase (chirping likely)

41
Duarte	et	al,	Nucl.	Fusion 57 054001	(2017).

A	criterion for	the likelihood of chirping onset in	tokamaks
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The overlapping of resonances lead to losses due to 
global diffusion

• Broadened QL theory is designed to address both regimes of isolated and 
overlapping resonances

– the	fast	ion	distribution	function	relaxes	while	self-consistently	evolving	the	amplitude	of	modesBERK et al. 
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Correction to the diffusion coefficient:	the
inclusion of electrostatic microturbulence

• Microturbulence can well exceed pitch-angle
scattering at the resonance1

• From GTC	gyrokinetic simulations for	passing
particles:2

• As	pitch-angle scattering,	microturbulence
acts to destroy phase-space holes and clumps

• Unlike DIII-D	and TFTR,	transport in	NSTX	in	
mostly neoclassical

• Complex interplay between gyroaveraging,	
field anisotropy and poloidal	drift effects
leads	to non-zero	EP	diffusivity3

1Lang	and Fu,	PoP 2011
2Zhang,	Lin and Chen,	PRL	2008
3Estrada-Mila	et	al,	PoP 2005

Ratio of fast ion diffusivity to
thermal ion diffusivity2

Pueschel et	al,	NF	2012	gives similar	
microturbulence levels 44



Frequency chirping
• frequency	shift	due	to	trapped	particles
• does	not exist without resonant

particles
• timescale:	~1ms

Frequency sweeping
• frequency	shift	due	to	time-dependent	

background	equilibrium
• MHD	eigenmode
• timescale:	~100ms

Two types of frequency shift	observed experimentally

Sharapov et	al,	
PoP 2006 Pinches	et	al,	NF	2004
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Nonlinear	vs	Quasilinear	approach

• Requires	particles	to	remember	
their	phases	from	one	trapping	
bounce	to	another;

• Full	kinetic	approach	necessary;

• Entropy	is	conserved	in	the	
absence	of	collisions;

• Convective	transport.

• Requires	particles	to	forget	their	phase	(via	
collisions,	turbulence	or	mode	overlap);

• Assumes	that	themodes	remain	linear	(therefore	
NOVA	is	suited)	while	the	distribution	function	is	
allowed	to	slowly	evolve	nonlinearly	in	time;

• Entropy	increases	due	to	particle	memory	loss	(due	
to	phase	averaging).

• Diffusive	transport.


