Program Coordination

1. Need to think about and establish when, and at what rate, lithium is introduced in early XP’s in the upcoming run.  Consider the possibility of pre-run boronization and RF experimental needs.  (note: Several other suggestions on LITER and LLD points are listed in the “Equipment” section). 

2. Need to calibrate expected vs actual LITER evaporation rates, and perform analysis on how much lithium is actually required for XP’s.  Establish benefits/drawbacks of extended periods of evaporation vs short between-shot evaporations.

3. Analyze the effectiveness of the planned LLD plate cleaning.  Establish the possible impact of a vessel boronization on the LLD plates. 

4.  Need an overall plan for lithium operations and shutter sequencing.  

5. Shot metrics should include quality/repeatability of the shot, rather than just whether or not there was a discharge.  It was recognized that beam reliability often directly impacts the quality/reliability of discharges, and that the upcoming calorimeter upgrade should improve beam reliability.

6. Beam reliability and readiness could improve if the NB group knew what was needed for the first shots in the morning.  The schedule plan often changes without notice. Pre notice of the day’s tasks would tell the group to set up for a certain fiducial or standard, or remain at voltage/power levels/timing of the day before.  Also, try to have Beam shot setup complete before the shot count has started, sometimes changes do not get uploaded in time.
7. Evaluate what “development” shots should count as run time. (for example, RF plasma conditioning shots)

8. Schedule maintenance weeks with an eye on early-run diagnostic needs.

9. Develop a contingency plan to possible address major in-vessel problems in FY11.

10. Need to dedicate time at the end of the FY11 run to prepare to publish results.  Need time for diagnostic calibrations between FY11 & FY12 runs.

11. Research Forum needs better planning. Communicate these plans to the NSTX Team.

· TSG’s should prepare plans & Research Forum should concentrate on prioritization.

· Time is needed to prepare & allow comments on proposals

· Consider group-wide ratings of proposals

· Re-assess between FY11 & FY12 runs. Make sure that Forum results are still valid

Collaborations/Collaborators Support

1. Develop a web-based research calendar (Google?)

2. The “Web Tools” notifications are very helpful.  Another improvement would be to include this information on the NSTX web page.

3. Lithium data needs to be made available.  Can this database be made available through Web Tools or on the NSTX page?

4. The same holds true for our gas waveforms.  This may pose a bit more of a challenge due to some of the noise problems we’ve experienced on our gas telemetry.

5. Still need better methodology to ensure that collaborators are getting informed with respect to things such as training expiration dates, computer terminal/passwords changes etc. We still have the problem of separate training databases for collaborators and students (even Princeton ones). We'd like to get their training status without having to ask Sue Hill for it.

6. It would also be convenient to get training expiration notices for collaborators and students, like we receive for regular PPPL employees. For those of us who are the research contacts and supervisors for quite a number collaborators and students, it's hard to keep track of their status.
7. Software support/availability needs to be reviewed (PCS, EFIT, Review+)

 Equipment/Run Staffing

1. Failure modes of the LITER shutters have to be established and evaluated to figure out a way to improve reliability.

2. Investigate LITER port geometry, which appears to be too restrictive.  Consider a redesign of in-vessel components around these ports.

3. Review lithium evaporation profiles from this year’s run and determine what additional protection is appropriate for individual diagnostics. 

4. Develop improvements to our mid-run argon vents.  Consider positive pressure vents utilizing glove boxes, breathing apparatus, etc.

5. Develop diagnostics (MAPP?) to assess the success/impact of an argon vent.

6. Establish list of needed maintenance activities between FY11 & FY12.

7. Have MDS+ events problems been addressed?  This issue needs to be revisited, and users need to be notified of status.

8. Need to further evaluate and address SPA noise.  A determination of the source of the noise may help determine best options (filtering or shielding).  Additional Engineering resources would be needed to shield individual diagnostics.

9. Need to review our interlocks on fueling (or lack of)

10. Need to identify and train new COE’s.

11. Need back-up for critical Control Room activities when performing an XP.  (Too easy for a simple mistake by a session leader to grow into a whole series of worthless shots.) 

12. We tend to “live with” some power supply problems rather than taking time to investigate when system are configured for high power operations.
