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a b s t r a c t

Samples of the NSTX Liquid Lithium Divertor (LLD) with and without an evaporative Li coating were
directly exposed to a neutral beam ex-situ at a power of !1.5 MW/m2 for 1–3 s. Measurements of front
face and bulk sample temperature were obtained. Predictions of temperature evolution were derived
from a 1D heat flux model. No macroscopic damage occurred when the ‘‘bare’’ sample was exposed to
the beam but microscopic changes to the surface were observed. The Li-coated sample developed a lith-
ium hydroxide (LiOH) coating, which did not change even when the front face temperature exceeded the
pure Li melting point. These results are consistent with the lack of damage to the LLD surface and imply
that heating alone may not expose pure liquid Li if the melting point of surface impurities is not
exceeded. This suggests that flow and heat are needed for future PFCs requiring a liquid Li surface.

! 2013 Elsevier B.V. All rights reserved.

1. Introduction

One of the most prominent issues barring the path to magneti-
cally confined fusion reactors involves developing plasma-facing
components (PFCs) that can withstand the high heat and particle
fluxes in a reactor environment. Recent experiments with Li-
coated PFCs on the National Spherical Torus eXperiment (NSTX)
have shown evidence of improved confinement and ELM reduction
[1]. The Liquid Lithium Divertor (LLD) was installed on NSTX in
2010 to test the concept of a Li-coated porous Mo surface. While
the LLD was intended to provide a Li PFC, there was a concern that
the liquid Li could be ejected and expose the Mo substrate [2]. It
was thus useful to test the Mo surface as a low-sputtering PFC
and the ability of a thin surface layer to allow heat transmission
to an underlying copper heat sink.

In situ head load testing of the LLD is difficult due to the com-
plex tokamak environment in which it resides. This motivated off-
line heat load testing where heat and particle sources can be
carefully controlled and studied. The primary goal of these exper-
iments was to determine if the ‘‘bare’’ LLD surface would experi-
ence significant physical damage during NSTX divertor heat
loading. The secondary motivation was to quantify any micro-

scopic damage that may result on the porous Mo surface due to
plasma bombardment.

Initial experiments were performed using the hydrogen diag-
nostic neutral beam (DNB) for the Motional Stark Effect Laser In-
duced Fluorescence (MSE-LIF) diagnostic system [3,4] on NSTX. A
small prototype LLD sample was repeatedly bombarded by the
DNB at a peak heat flux of !1.5 MW/m2. The DNB was used to sim-
ulate the high heat and particle fluxes on the LLD itself, which
experienced q?;peak up to 5 MW/m2, but only for a small subset of
discharges for durations 60.5 s [5]. Subsequent heat loading exper-
iments were performed using a second prototype sample that was
coated with a 150 lm Li layer. The primary goal of this experiment
was to quantify the effects of high heat flux on a Li-coated Mo sub-
strate. A secondary goal was to examine the extent and effects of Li
passivation on the LLD surface.

The temporal and spatial evolution of the surface temperature
was monitored using an infrared (IR) camera as well as two
embedded thermocouples. A thermal analysis of the IR data was
subsequently performed using 1D analytic model to calculate heat
fluxes. These calculations were corroborated with calorimetry
measurements obtained from thermocouple data. Optical micros-
copy was performed on both samples at 10" magnification before
and after exposure to the DNB, and for the Li-coated sample, before
and after cleaning. The resulting images were analyzed with an im-
age-processing algorithm. The primary result presented in this pa-
per is the output of this algorithm: spatially-resolved ‘‘damage’’
profiles which quantify microscopic changes in sample surface
morphology due to bombardment by the DNB.
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2. Materials and methods

The LLD and the prototype samples consist of a 152 lm porous
molybdenum (Mo) coating plasma-sprayed onto 254 lm of stain-
less steel, which is in turn explosively bonded to a 1.9 cm copper
plate [6]. Each prototype LLD sample measures approximately
3.6 cm by 4.9 cm, yielding a surface area of about 18 cm2. Two Type
K thermocouples were cemented into small wells on the sample:
one 2 mm behind the front face and another centered on the rear
face.

Two strip heaters were affixed to the bottom face of the Li-
coated sample using carbon cement. Approximately 140 mg of
99.9% pure solid Li was placed on the porous Mo surface inside
an argon glove box. The temperature of the sample was raised
above the 180 !C Li melting point and the Li was allowed to ‘‘wick’’
into the mesh with additional smoothing using a small ‘‘scraping’’
tool. The sample was placed in a sealed argon bag and transported
to the DNB test chamber in an adjoining room. Despite efforts to
minimize exposure time to full or partial atmosphere, it is believed
that the Li layer had developed a lithium hydroxide (LiOH) coating
in the period of time between Li application and DNB exposure.

3. Experimental configuration

A diagram of the experimental setup is shown in Fig. 1. The
MSE-LIF DNB typically operates a hydrogen beam continuously at
30 kV with 28 mA of plasma current. The prototype sample was
mounted on a linear-motion feed-through inside a six-way across
approximately 1.5 m from the plasma source. The sample was
angled at 45! with respect to the beam line to allow IR measure-
ments to be captured through a 2.500 ZnSe IR viewport with a trans-
mission efficiency of !70%. A far-infrared un-cooled micro-
bolometer Indigo Omega camera provided 1 mm spatial resolution
at a sampling rate of 30 Hz in the 8–12 lm wavelength range.

Initial exposures were performed on the ‘‘bare’’ LLD prototype
sample. Subsequent exposures were performed on a Li-coated
sample. The sample began in the retracted position. The sample
was ‘‘plunged’’ down in the path of the neutral beam then quickly
retracted after a specified time interval. Roughly 10 exposures
were performed that varied in duration from 1 to 3 s. These dura-
tions were chosen in order to simulate a series of NSTX discharges
that have a typical pulse length of 1 s. During each exposure,
temperature measurements were recorded by the IR camera. A
false-color image of the sample captured by the camera during
beam operation is shown in Fig. 2. Absolute temperatures were

determined via an ex situ calibration on the bare Mo sample and
an additional in situ calibration for the Li-coated sample. Front face
(the Li/Mo surface) and bulk sample temperatures were also re-
corded using the two embedded thermocouples.

4. Results and discussion

4.1. Thermal analysis of heat flux

The horizontal temperature profile on the sample measured by
the IR camera is shown in Fig. 3. Both the horizontal and vertical
profiles are assumed to be symmetric along axes extending
through the center of the beam line, but are not completely radially
symmetric due to the 45! incidence angle of the neutral beam.
These profiles are further assumed to follow aMaxwellian distribu-
tion and have a calculated half-width at half maximum (HWHM) of
1.5 cm and 1.5⁄cos(45!) ! 1.1 cm, respectively. These parameters,
in conjunction with calorimetry calculations using thermocouple
data, are sufficient to calculate the net heat flux of the DNB as a
function of position on the sample surface. The finite ‘‘plunge time’’
of the sample was compensated for by analyzing the IR data frame-
by-frame while the sample was descending and determining the
fractional power of the beam deposited onto the sample at each
time point. A linear fit to a plot of bulk sample temperature rise
to total exposure time produces an average rate of net energy
deposition hJi ! 1.0 kJ/s. The net heat flux of the beam is thus mod-
eled by:
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Fig. 1. A view of the experimental apparatus through the IR window mounted on one side of the six-way cross and the linear motion feed-through mounted on top of the
cross.

Fig. 2. A false color image of the ‘‘bare’’ LLD sample during neutral beam exposure.

2 T. Abrams et al. / Journal of Nuclear Materials xxx (2013) xxx–xxx

Please cite this article in press as: T. Abrams et al., J. Nucl. Mater. (2013), http://dx.doi.org/10.1016/j.jnucmat.2013.01.057



qðx; yÞ ¼ hJi
2prxry

exp
$x2

2r2
x
þ$y2

2r2
y

" #
ð1Þ

where x and y refer to the horizontal and vertical distance from the
center of the beam along the surface of the sample. This calculation
yields a peak heat flux q(0,0) of 1.2 MW/m2.

These calculated heat fluxes were benchmarked against a 1D
analytic model which treats the copper bulk as a semi-infinite slab.
The porous Mo, stainless steel, and Li layers were treated as thin
slabs of finite thickness. The temperature drop across each layer
was approximated as Dz/k, where Dz is the layer thickness and k
is thermal conductivity. This approximation is possible because
the thermal diffusion time through each of these layers is on the
order of several milliseconds. To account for the 50% porosity of
the Mo layer, kMo was multiplied by a factor of 0.5. Using the stan-
dard 1D treatment of thermal diffusion [7] and assuming constant
heat flux q, one can model the thermal evolution of the sample by:
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where aCu is the thermal diffusion coefficient for copper and T0 is
the initial sample temperature in Kelvin. The DzLi/kLi term was
omitted during the bare sample analysis.

The thermal evolution of the sample surface measured by the IR
camera at the center of the beam for a bare sample exposure is
shown in Fig. 4. It was discovered that the temperature rise during
the first few milliseconds of the beam exposure (when the thermal
response of the Mo and SS layers dominates over the copper) was
much faster than the analytic model predicted. Possible explana-
tions for this discrepancy are poor thermal contact between the

Mo and SS layers and that the thermal conductivity of porous Mo
is substantially lower than kMo/2. Either effect can be modeled by
allowing kMo to vary, introducing an ‘‘effective’’ thermal conductiv-
ity. This approach yields a peak heat flux on the sample of 1.5 MW/
m2 and an effective thermal conductivity keff = kMo/20. An investi-
gation into the origin of this factor of 20 is ongoing.

The heat flux can also be calculated without assuming it is con-
stant in time through numerical methods. A forward in time, cen-
tered in space (FTCS) finite-difference scheme [8] was applied to
the thermal diffusion equation using the same boundary condi-
tions as the analytic model. Tn

1 and T0
j are known for all n (time

coordinate) and j (spatial coordinate), respectively, on the compu-
tational grid. Thus we obtain a well-posed problem with n equa-
tions and n unknowns that can be solved for qn in terms of
known values of Tn

j :
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The time-dependent heat fluxes at the center of the beam
obtained with this numerical model are shown in Fig. 5. Note
that thin surface layers cannot be incorporated into this model
because the algorithm becomes unstable [8] when Dz < (2aDt)1/2

& 2.7 mm.
Peak flux estimates obtained from calorimetry, analytic thermal

modeling, and numerical thermal modeling lie between 1.0 and
1.5 MW/m2. As each model relies upon a different set of assump-
tions the spread in these values is not unexpected.

4.2. Analysis of sample morphology

Each sample was first analyzed via visual inspection to ensure
that no gross melting or erosion occurred on the molybdenum sur-
face. Optical microscopy was then performed on both samples
using National Instruments Microscope DC3-4201, capable of up
to 100' magnification. The images analyzed were captured at
10' magnification, which corresponds to a resolution of approxi-
mately 1 lm/pixel. A ‘‘panorama’’ of images was produced by mov-
ing the sample in 1–2 mm increments across the Mo surface
horizontally through the center of the beam exposure location.
This procedure was performed before and after exposure to the
DNB for the bare sample and after exposure for the Li-coated sam-
ple. Analysis of these images ‘‘by eye’’ before and after particle
bombardment indicated no obvious microscopic damage to the
‘‘bare’’ or lithiated porous Mo surface.

These images were analyzed with ImageJ [9] to quantify possi-
ble microscopic changes in sample surface morphology. First, each
full-color image was converted to 8-bit grayscale. Next, the images
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Fig. 3. The horizontal temperature profile on the front face of the LLD sample.
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Fig. 4. Thermal evolution of the front face of the bare LLD sample at the center of
the beam during a (1.8 s exposure.
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Fig. 5. Heat flux at the center of the beam as determined from a 1-D numerical
model.
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were converted to black and white using a user-defined ‘‘black
threshold.’’ Pixels with intensities above this threshold were con-
verted to black while the remaining pixels were converted to
white. The two black thresholds used were 111 and 131. The
resulting number of black regions on each image was tabulated
and divided by the total black area to yield an average ‘‘particle
size’’. This average particle size measurement represents a quanti-
tative characterization of the surface morphology captured in each
image.

Average particle sizes as a function of position before and after
beam exposure are plotted in Fig. 6. The porous Mo layer is nearly
uniform in average particle size prior to exposure. A smoothly
varying pattern in the surface morphology is evident after beam
exposure on the bare LLD sample that correlates with the Gaussian
heat flux profile of the beam. The absence of significant macro-
scopic damage, however, is consistent with effective heat trans-
mission through the thin surface layer to the underlying copper
heat sink.

No such smoothly varying morphology pattern, however, is evi-
dent on the Li-coated LLD sample surface. This suggests that the
surface did not melt during beam exposure tests in excess of
250 !C, which is well above the Li melting point 180 !C. As noted
in Section 2, an impurity layer composed of LiOH formed on the
lithiated surface. LiOH has a melting point of 462 !C, which was
not reached during these experiments.

IR thermography analysis performed in [5] indicates that the
plasma-facing surface of the LLD never exceeded 450 !C and
typically operated in a temperature range from 200 to 300 !C. In
addition, recent laboratory experiments [10,11] have shown that
even at the 10!8 torr partial pressures of water typically found in
tokamaks, a LiOH impurity layer forms on a pure liquid lithium
surface within 150–200 s. This implies that during LLD operation
in NSTX, a pure liquid lithium surface may not have been exposed
to the plasma.

5. Conclusions

Offline experiments at heat fluxes comparable to the NSTX
divertor indicate that a layer comprised of Li compounds on the
LLD surface will not melt or suffer significant erosion at tempera-
tures in excess of 250 !C. Measurements have shown that a LiOH
layer undergoes microscopic changes at this temperature but re-
mains essentially intact. These results also underscore the diffi-
culty of maintaining a pure Li surface under typical tokamak
vacuum conditions. This effort is part of an ongoing investigation
into the physical and chemical mechanisms behind this passiv-
ation process, the goal of which is to form a causal link between
tokamak wall conditions and edge plasma behavior.
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Fig. 6. Average particle size plotted against distance across the surface of the bare sample (left) and Li-coated sample (right).
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