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Abstract
This paper describes the prediction of disruptions based on diagnostic data in the high-β spherical torus NSTX (Ono
et al 2000 Nucl. Fusion 40 557). The disruptive threshold values on many signals are examined. In some cases,
raw diagnostic data can be used as a signal for disruption prediction. In others, the deviations of the plasma data
from simple models provides the information used to determine the proximity to disruption. However, no single
signal or calculation and associated threshold value can form the basis for disruption prediction in NSTX; thresholds
that produce an acceptable false-positive rate have too large a missed or late-warning rate, while combinations that
produce an acceptable rate of missed or late warnings have an unacceptable false-positive rate. To solve this problem,
a novel means of combining multiple threshold tests has been developed. After being properly tuned, this algorithm
can produce a false-positive rate of 2.8%, with a late + missed warning rate of 3.7% and thus a total failure rate of
6.5%, when applied to a database of ∼2000 disruptions during the IP flat top collected from three run campaigns.
Furthermore, many of these false positives are triggered by near-disruptive magnetohydrodynamic (MHD) events
that might indeed be disruptive in larger plasmas with more stored energy. However, the algorithm is less efficient
at detecting the MHD event that prompts the disruption process.

(Some figures may appear in colour only in the online journal)

1. Introduction

Tokamak [1] and spherical torus (ST) [2] plasmas can suffer
from off-normal termination events called disruptions [3, 4],
where rapid losses of energy and plasma current occur in rapid
succession; these two events are known as the thermal and
current quenches respectively. In most present tokamaks, the
primary consequence of a disruption is loss of discharge time.
While this will also be true of large reactor-scale facilities,
disruptions also have the potential to create significant damage
to the facility. Heat loading during the thermal quench
[5–8] may melt or ablate significant portions of the first
wall or divertor [3, 4, 9, 10]. Mechanical loading by induced
eddy currents during the current quench [11–16] can create
significant forces on in-vessel structures such as blanket
modules [17]. Furthermore, during the current quench, the
plasma current can be converted to a beam of runaway
electrons [3, 4, 18–26], with potential for severe damage if
position control of the beam is lost and it strikes the first
wall [27]. Finally, the plasma column often moves upwards
or downwards during or proceeding the disruption, and makes
contact with the first wall or divertor. When this happens,
‘halo’ currents [3, 4, 28–36] flowing between the plasma and

the wall or divertor structures can lead to large forces on those
items. For all these reasons, disruptions must be avoided in
these large next-step devices.

The avoidance of disruptions requires a multi-layer
approach. Operation scenarios with reduced intrinsic tendency
to disrupt should be found, and control techniques must
be developed to both maintain those optimal equilibrium
characteristics and to prevent the growth of disruptive
magnetohydrodynamic (MHD) instabilities. Examples of
equilibrium control techniques include control of the strongly
shaped plasma boundary [37, 38], the global βN [39–41], the
internal profiles [42–45], or error fields [46, 47]. With regard
to instability control, the vertical position instability [48–52]
is controlled [50–52] as a matter of routine in all shaped
tokamaks. Active control of the resistive wall mode (RWM)
[53, 54] has been demonstrated using magnetic mode detection
and applied 3D fields [55–60]. Control of the m/n = 2/1
neoclassical tearing mode [61, 62] has been demonstrated
using gyrotrons to drive currents inside the magnetic island
[62–66]. Furthermore, even when instabilities grow large and
result in significant modifications of the plasma state, active
control ‘recovery techniques’ can be envisioned, for instance,
using electron cyclotron current drive (ECCD) on locked
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modes in DIII-D [67] and to avoid high-β disruptions in AUG
[68], or electron cyclotron heating (ECH) as demonstrated on
AUG [69, 70] and FTU [69] to recover from locked mode and
density limit disruptions.

However, on occasion, a disruption is inevitable, and it is
necessary to terminate a discharge in a way that minimizes
deleterious effects. Methods to accomplish these goals
typically involve injecting a large quantity of gas or other
material into the discharge, in order to uniformly radiate the
plasma thermal energy, promote a current quench before the
plasma can drift in the chamber, and if possible suppress
runaway electron formation. Technologies for injecting this
material include massive gas injection (MGI) [71–79], shell
pellets [78, 80], shattered pellets [78, 80, 81], or high-pressure
rupture discs [82, 83]. Techniques of this variety have proven
useful in reducing the localized thermal loading and halo
current forces in tokamaks where they have been used.

A key requirement for these systems is that they be
triggered with sufficient warning time to execute their desired
tasks. These trigger times can be as late as well into the
runaway electron phase, if the mass injection is intended to
dissipate the runaway electron beam. However, one of the
goals will typically be to eliminate the localized first wall and
divertor heating during the vertical displacement event (VDE)
or thermal quench. Triggers preceding the beginning of the
disruption process will be required for this purpose.

In present machines, that realtime trigger, for either MGI
or a rapid rampdown of the stored energy and plasma current,
is often provided by a set of ‘locked-mode’ sensors [75, 84].
These are large magnetic sensor loops mounted to the vessel
surface and instrumented for sensitivity to the n = 1 radial
magnetic field perturbation. These loops can be quite sensitive
to the large, quasi-stationary n = 1 magnetic islands that
typically grow during the disruption process, and thus provide
a reasonable basis for triggering mitigation systems.

However, for ITER and likely other future large tokamak
or ST facilities, it will be necessary to utilize more than a single
diagnostic for triggering mitigation systems. This is because
it is not likely that any single diagnostic (including locked-
mode detectors) would be capable of detecting all disruptions
with sufficient warning time to allow complete mitigation of
all phases of the disruption. The primary technique considered
so far for combining diagnostic signals for ITER is a neural
network [4].

Neural networks are potentially complex functions that
mimic biological neural networks. These functions have
multiple inputs, and can have multiple outputs; between the
inputs and outputs are one or more layers of ‘neurons’, where
the calculations are performed. Neural networks are typically
trained, in the sense that a predetermined sample of input and
output data are used to determine the optimal values of the
coefficients of the network. Neural networks have been used
to predict various forms of disruptions on ASDEX Upgrade
[85–87], DIII-D [88], ADITYA [89, 90], TEXT [91, 92], JET
[86, 93, 94], and JT-60 [95, 96].

For tokamak disruption detection applications, a subset
of disrupting discharges is selected for training the network.
The efficacy of the network is then determined by testing
the predicted disruption alarm on a series of discharges not
used to train the detector. Typical input data to the network

include a measure of the plasma β (the normalized β, βN =
βTaBT

IP
(%mT MA−1) [97, 98] or poloidal β, βP = 〈Pth〉

B2
P/2µ0

),

edge safety factor, plasma density (or Greenwald fraction
[99, 100]), locked-mode amplitude, input power, radiated
power, boundary shape parameters, internal inductance,
confinement time, and neutron emission. Some early work
also used soft x-ray emission [88–90, 92], high(er) frequency
magnetic probes [88–91], or Dα monitors [88–90] though
these diagnostics have typically not been used in more recent
studies [86, 87, 93, 94, 96].

These techniques have been used with success in
disruption detection on many machines. For instance, [94]
shows missed and false alarm rates of 23% and 1% respectively
from a sample of 86 disrupting pulses and 102 non-disrupting
pulses on the JET tokamak. Furthermore, initial cross-machine
benchmarking has been completed. Reference [86] shows
that a neural network trained on JET data can anticipate
67% of ASDEX Upgrade disruptions within 10 ms, while a
neural network trained on ASDEX Upgrade can anticipate
69% of disruptions on JET within 40 ms. While this research
represents excellent progress towards the formulations of
a disruption detector for ITER, more work is required to
understand the extrapolation to that larger device.

In this paper, disruption precursors and detection are
studied in the high-β National Spherical Torus Experiment
(NSTX), with the goal of determining if disruptions in
ST plasmas are generally detectable. Section 2 provides
necessary background material on the NSTX device and NSTX
disruptions. Section 3 examines the ability of individual
diagnostic signals, sometimes coupled to simple models, to
predict disruptions. Section 4 describes an algorithm for
combining the diagnostic data to form a disruption predictor.
A summary and discussion is provided in section 5.

2. NSTX, NSTX disruptions and analysis methods
used

NSTX [101] is a medium-scale ST located at Princeton Plasma
Physics Laboratory. It has a major radius R0 = 0.85 m, with
typical plasma aspect ratios of 1.3–1.55. Typical toroidal fields
are in the range 0.35 < BT(T) < 0.55, with plasma currents
0.5 < IP(MA) < 1.3. Plasmas are heated with up to 7 MW
of neutral beam injection [102], or ∼6 MW of 30 MHz high
harmonic fast wave (HHFW) heating [103]. The neutral beams
inject their power parallel to the plasma current.

NSTX is equipped with a large number of diagnostics
that can be applied to detect disruptions. The electron
density and temperature are measured at 60 Hz using a 30-
point Thomson scattering diagnostic [104]. The temperature,
density, and toroidal rotation of fully stripped carbon are
measured with a 51-point charge exchange recombination
spectroscopy (CHERS) diagnostic, with time resolution of
10 ms [105]. The central safety factor is estimated in this
work from the slope of the pitch angle versus major radius
[106], based on the NSTX motional Stark effect (MSE)
diagnostic [107].

The magnetic equilibrium is reconstructed using the
NSTX installations [108, 109] of the EFIT code [110].
In particular, the reconstructions used in this study are
the standard post-shot reconstructions, constrained by
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measurements of the coil currents, the magnetic field
and flux at various points inside and outside the vacuum
chamber, the toroidal plasma and vessel currents [111], the
diamagnetic flux, and the electron pressure profile. This set
of equilibrium constraints is sufficient to ensure a smooth
temporal evolution of profile moments such as the pressure
peaking factor and internal inductance, and could in principle
be applied to realtime equilibrium reconstruction. Note,
however, that because these reconstructions are not constrained
by the MSE diagnostic, the central and minimum safety
factor evolution from these reconstructions has considerable
uncertainty.

The analysis methods used in this paper are ‘causal’ to the
greatest extent possible. That is to say, all digital filters applied
to the data use only data from times previous to that under
consideration; these include both single-pole low-pass filters
[41] and causal median filters. Similarly, signal interpolation
is based on previous data only. The single exception to this
rule is with regard to the EFIT data, which applies non-causal
smoothing to the magnetics data that is used to constrain the
reconstruction. Thus, the EFIT data used in the tests should
likely be ‘shifted’ forwards in time by a few ms, or equivalently,
a few ms added to the disruption warning times derived from
that data. However, the EFIT reconstructions are only used
to track the comparatively slow evolution of the plasma, and
so this few ms error is not significant. Note that the use of
causal low-pass filters introduces an additional consideration
into the calculations, in that these filters introduce delays
comparable to the filter time constant. These delays can
increase the difficulty in detecting rapid disruptions, and it
is thus important to minimize the time constants of these
filters.

In order to understand the statistical analysis presented
in sections 3 and 4, it is useful to examine the dynamics of
the disruption process for a typical NSTX disruption. Such
data are shown in figure 1. Figure 1(a) illustrates the plasma
current evolution for this discharge. The plasma current is
maintained by loop voltage feedback at the requested value of
800 kA. There is a small deviation in the plasma current visible
at t1 = 720 ms, followed by a much larger drop at t2 = 745 ms
(this time will be called tIpDev below, as the time of the first
large negative IP deviation). The final current quench occurs at
tquench = 778 ms. It is the dynamics during this phase between
t1 and tquench that are of interest.

Figure 1(b) shows the evolution of the plasma density and
upper divertor Dα emission. It is clear that the increase of Dα

occurs just preceding the time t1, corresponding to an H → L
back transition. There is a simultaneous drop in the plasma
density, indicative of the loss of the edge transport barrier.
Figure 1(c) shows that there are two substantial drops in βN,
at times t1 and t2. Both of these stored energy drops result
in increases in the loop voltage, as the non-inductive currents,
proportional to the plasma temperature or β, decrease and the
inductive currents must be increased to replace them.

Figures 1(d)–(f ) show further signals that will be used
below for disruption detection. The neutron emission rate SN

is shown in blue in figure 1(d), and illustrates a series of sharp
collapses. The neutron emission in NSTX is dominated by
beam–target reactions [112], and these collapses are too fast
to be the result of rapid fast-ion slowing down. Rather, they
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Figure 1. Time evolution of quantities during the disrupting phase
of an NSTX discharge. Shown are (a) the plasma current, (b) the
line-average density and upper divertor Dα emission, (c) the
normalized β(βN) and the loop voltage (Vloop), (d) the neutron
emission (SN) and quasi-stationary n = 1 poloidal field perturbation
(δBP,n=1), (e) the rotation in the plasma core and at the mid-radius
and (f ) the vertical position of the magnetic axis (Zaxis).

are indicative of bursts of fast ion loss [112]. Shown in red
in the same figure is the quasi-stationary n = 1 poloidal field
perturbation, denoted as δBP,n=1 in this paper, as assessed by
an array of internal poloidal field sensors designed to measure
slowly rotating low-n perturbations [113]. Signals in these
sensors are indicative of the growth of n = 1 locked modes [47]
and RWMs [47, 109, 113–115]; kink or tearing instabilities
rotating at 2–40 kHz are not detected by these detectors. There
is strong growth in this signal starting just before t2, as the
plasma develops a strong 3D distortion and locks to the wall.
Figure 1(e) shows the rotation in the plasma core and mid-
radius. As in [117], the core rotation is defined as the average
rotation measured by CHERS channels 4 through 7, spanning
R = 0.99 to 1.09 m, while the midradius rotation is defined
as the average rotation measured by CHERS channels 16–20,
spanning R = 1.27–1.34 m; these midradius chords are in the
vicinity of the q = 2 surface for typical NSTX NBI heated
discharges. In this case, there is a rapid drop in the mid-radius
rotation following time t1, with the core rotation dropping to
zero shortly afterwards. Finally, figure 1(f ) shows the plasma
vertical position. A series of oscillations in the vertical position
grow starting at time t1, resulting in the plasma eventually
impacting the divertor floor.
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While the detailed evolution of each disruption can differ,
and there may or may not be times equivalent to t1 and t2 in each
case, much of the phenomenology of this example transfers
to other discharges. In particular, there is often a significant
duration between the events that initiate the disruption process
(at time t1), and the current quench itself (tquench). Sections 3
and 4 will provide a detailed study of how diagnostic signals
during this phase can be used to predict disruptions.

This paper will use the phrases false positive, late alarm,
and missed alarm, and they are defined as follows. A false
positive occurs when the disruption alarm is declared more than
0.3 s in advance of the disruption start time tdis; this duration
corresponds to ∼10 energy confinement times, or ∼1 current
redistribution time. Note that the declaration of a false positive
does not imply that the discharge did not disrupt, only that the
disruption warning anticipated the disruption by too great a
time for there to be any relationship between the warning and
the disruption. A late warning is defined to occur if the alarm
is declared after tdis − 0.01. Both the 0.3 and 0.01 s definitions
(for false positives and late warnings) are somewhat arbitrary,
and the figures below show the distribution of warning times
to determine how changing these two definitions would affect
the results. A missed warning occurs when the disruption
alarm is not declared at any point during the disrupting
discharge.

For most examples in this paper, the disruption time (tdis)
will be defined to be equal to tquench, determined from on the
IP waveform using an automated method as described in [14].
If an IP spike, generally indicative of the thermal quench [1] is
present in the IP waveform, then tquench is defined as the start
of the spike. If no spike is found, then tquench is defined as 2 ms
before the final collapse of the plasma current. This definition
of tquench is chosen because it can be readily evaluated for all
NSTX discharges; there are not any indicators of the thermal
quench timing that can be so readily evaluated. However, this
definition, based on the leading edge of the IP spike or just
preceding the current decrease, is generally coincident with
the thermal quench. An additional relevant time is that when
IP first deviates meaningfully from its requested value (tIpDev)
[117]; this time is typically, but not always, before tquench, due to
the often-significant pre-disruption energy and current losses.
Hence, in section 4.5, the definition tdis = min(tquench, tIpDev)

will be used.
The present analysis uses data from the 2008, 2009,

and 2010 run campaigns, during which many meaningful
changes to the facility occurred. At the beginning of the
2008 campaign, neither feedback-based RWM control and
error field correction, nor lithium conditioning of the plasma-
facing components (PFCs) [118, 119], were commonly used.
However, over the course of that campaign and throughout
the 2009 run, those techniques became routine. The 2010
campaign saw a major change of the PFCs, in the form of
the liquid lithium divertor (LLD) [120]. This change not
only replaced a fraction of the graphite PFCs with a porous
molybdenum surface, it resulted in a substantial increase in
the fraction of discharges with lower-triangularity, so that the
outer strikepoint would be in the vicinity of LLD. This is to be
contrasted to previous campaigns, where higher-triangularity
discharges were generally preferred due to the improved
performance of discharges with strong shaping [121–123].

3. Individual disruption precursors

As indicated in the previous section, there are many potential
precursors present before NSTX disruptions. This section
examines individual precursor signals for their suitability as
disruption predictors, including discussion of some underlying
physics. All disruptions considered in this section occurred
during the IP flat-top phase of the discharge.

3.1. Magnetic measurements

A key set of measurements for disruption prediction involve
magnetic perturbations associated with the global MHD mode
distortion. In this sub-section, measured n = 0 and n = 1
perturbations, as well as deviations in the plasma current, are
assessed as disruption indicators.

As noted above, NSTX has routine measurements of the
quasi-stationary n = 1 poloidal and radial field perturbations,
indicative of the growth of n = 1 locked modes and RWMs.
This information comes from analysis of the signals from
24 poloidal field sensors and 24 radial field sensors [113],
all mounted inside the vacuum chamber. The poloidal field
sensors are mounted in thin-wall stainless steel boxes attached
to the passive plates, while the radial field sensors are mounted
directly in front of the thick copper passive plates. As a
consequence, the radial field sensors are significantly slower
to detect the mode, but are also less susceptible to noise. A
simplified version of the sensor analysis has been executed for
RWM control in the majority of H-mode discharges starting
with the 2008 run campaign; this analysis is archived after each
discharge. A more sophisticated level of sensor analysis, which
includes correction of various sensor non-ideal effects, is
available for nearly all discharges taken in the device during the
operations period under consideration. The analysis presented
here is based on the archived realtime analysis, in order to
verify that such signals and processing are appropriate for
disruption detection.

Figures 2(a) and (b) show data illustrating the use
of the poloidal field and radial field sensors, respectively,
for disruption detection. In particular, these figures show
histograms of the time between the sensor data achieving the
condition indicated by the caption, and the current quench
occurring (tdis = tquench, see section 2). One dashed vertical
line is drawn at 0 ms warning time, and occurrences to the left
of this line + 10 ms are late warnings by the criterion indicated
towards the end of section 2. A second vertical line is drawn at
a warning time of 300 ms, and occurrences to the right of this
line are considered false positives. Note that as the thresholds
for declaring a warning increase, an ever larger number of
discharges will not have these threshold conditions met; this
is indicated by the decreasing total area of the histograms for
large threshold values.

Returning to the magnetic sensor data, it is clear that
defining thresholds of δB/BT of ∼10−3 result in only a very
marginal disruption indicator for the BP sensors, and have
absolutely no predictive ability for the BR sensors. Increasing
the threshold to 2.5 × 10−3 results in reasonable disruption
indicators for both magnetic field components, with minimal
false positives, but an increasing fraction of late warnings.
Increasing the threshold further to 5×10−3 results in complete
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Figure 2. Histograms of disruption warning times, based on (a) the
normalized quasi-stationary n = 1 poloidal field perturbation, (b)
the normalized quasi-stationary n = 1 BR field perturbation, (c) the
quantity ZP · dZP/dt , and (d) the fractional deviation of the plasma
current from the requested value.

elimination of false positives, but also a large increase in the
fraction of late warnings and a significant reduction in the total
number of discharges where the warning is declared.

It is quite common for NSTX plasmas to develop vertical
instabilities at some time during the disruption process. These
have been observed both during the flat-top phase of high-
elongation discharges, and during the phase after a locked
mode or RWM drives the plasma out of H-mode [117]. Hence,
observing vertical motion can be a useful indicator of proximity
to disruption.

For the purposes of this section, the quantity ZP · dZP/dt

will be used as an indicator of proximity to disruption. It
has the advantage of being large when the plasma is above
the midplane and moving upwards, or below the midplane
and moving downwards. The two terms are computed
using poloidal flux loops above and below the midplane on
the outboard side of the plasma. The plasma position is
estimated based on the difference in flux measured by the loops,
ZPIP = 1.37(ψUpper − ψLower), while the velocity is estimated
from the voltage measured on the flux loops, d(ZPIP)

dt
=

1.37(VUpper − VLower); IP is the plasma current measured in
MA for these formulae, with ZP the plasma centroid in the
vertical direction, in meters. Note that the flux here is simply
the integral of the voltage, as computed by hardware analogue
integrators. Figure 2(c) shows the results of using this quantity
ZP ·dZP/dt as an indicator of proximity to disruption. Taking a
threshold of 0.15 m2 s−1 results in a reasonably good indicator
of disruption probability, with minimal false positives. Larger
values eliminate the false positives entirely, though at the
expense of an increasing number of late and missed warnings.
The need for more sophisticated vertical stability calculations
is discussed in section 5.

Finally, as noted in section 2, the pre-disruption activity
that reduces the stored energy also reduces the non-inductive
current sources, and often results in a drop in the plasma
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Figure 3. Histograms of disruption warning times, based on (a) the
global energy confinement level, (b) transients in the line-density
evolution, (c) the neutron emission, (d) the loop voltage, (e) the core
toroidal rotation, and (f ) the differential rotation between the core
and mid-radius.

current. The magnitude of this drop, when normalized to
the requested current, is an excellent indicator of imminent
disruptions. Figure 2(d) shows that plasma current deviations
of order 2% are often, but not always, associated with
proximity to disruption. However, deviations of order 7% and
larger are almost always rapidly followed by a disruption.

3.2. Confinement measurements

A significant loss of confinement can indicate a degradation
of the plasma state, with associated increase in the likelihood
of disruption. In this section, it will be shown that loss of
fast particles, thermal density or energy, or toroidal angular
momentum, or a significant increase in the loop voltage, can
all indicate proximity to disruption.

The first confinement indicator selected is the global
energy confinement τE , normalized by the ITER-89 L-mode
scaling expression (τ89) [124]; this quantity is denoted H89 =
τE/τ89. This confinement expression is evaluated more easily
than the ITER-98 H-mode expression [125], as it does not
require that the fast particle energy be subtracted from the total
energy. Figure 3(a) shows that confinement levels dropping to
H89 = 1.0 can often be indicative of proximity to disruption.
However, confinement dropping beneath H89 = 0.5 predicts
disruption in almost all cases.
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Just as with the thermal confinement, a significant drop
in particle confinement is often indicative of disruption
imminence. This is shown in figure 3(b), where the time
derivative of the line-density is used to predict disruptions.
Small drops in the line density (dne,LD/dt < −1016 cm−2 s−1)
can sometimes predict disruptions, though setting that
threshold would result in many false positives. Larger negative
transients in the line density are typically associated with
large-scale rearrangements of the equilibrium, for instance,
an H → L back transition, and can be an excellent indicator
that a disruption is approaching.

As noted before, it has been shown in [112, 117] that MHD
events can lead to rapid drops in the neutron rate, indicative
of a significant loss of fast ions; figure 1(d) shows an example
where there are large drops in the neutron emission before
the disruption. The utility of this information for disruption
prediction is increased if there is an accurate, rapidly evaluated
model that can be used to predict the neutron emission. Here,
a slowing down model is applied for this purpose, using only
the measured electron density and temperature from Thomson
scattering and a line-averageZeff from a visible bremsstrahlung
measurement. In figure 3(c) the ratio of the measured emission
to that predicted by the model is used as an indicator of the
proximity to disruptions.

Setting a measurement to model ratio of 0.7 results in
a histogram of warning times that is peaked towards small
warning times, but there remain a large number of false
positives. These false positives could be due to errors in the
diagnostic data (Zeff in particular), or to neutron emission drops
due to bursting Alfvenic modes [126, 127] that are not captured
in the simple slowing-down model. However, when the ratio of
measured to predicted neutrons drops beneath 0.4, the analysis
shows that a disruption almost always rapidly follows.

As noted in sections 2 and 3.1, when there is a rapid loss of
plasma energy, density, and fast particle content, it follows that
the non-inductive current drive sources will be dramatically
reduced as well. It then follows that in order to maintain
the plasma current, the loop voltage must increase. Hence,
increases in the loop voltage can be an indicator of disruption
proximity.

As with the neutron emission, the loop voltage data
can be better interpreted if there is a reasonable model of
what the loop voltage should be. Such a model was used
in [128] to project operating points for NSTX-U, and is
described here briefly. The plasma current, toroidal field,
density, heating power, and geometry are used to evaluate
the ITER-98pb(y,2) scaling expression [125] to predict the
stored energy, volume average pressure 〈Pth〉, the poloidal
beta βP, and the average temperature 〈Te〉. Note that this
expression for the global energy confinement has been shown
to predict the energy confinement in NSTX H-mode discharges
[123] with reasonable accuracy when lithium conditioning
[118, 119] is used, as was the case in the majority of
discharges used in this study. These data are then used to
estimate the bootstrap current [129–133] and neutral beam
current [134–136] from simple scaling expressions. The
bootstrap fraction is calculated as fBS = CBS

√
εβP, where the

coefficient CBS = 0.4 is calibrated from detailed calculations
of the bootstrap current using the Sauter model [132] in
TRANSP [137]. The neutral beam current drive is estimated

as INBCD = CNBCD〈Te〉Pinj/n̄e, and is calibrated against
NUBEAM [138] calculations within TRANSP. Once these
non-inductive sources are calculated, the inductive currents
are calculated as those required to produce the total current
(Iinductive = IP(1 − fBS) − INBCD), and the loop voltage
estimated based on the expected neoclassical resistivity and
inductive current level.

The quantity to be used for disruption prediction is the
ratio of the measured to modelled loop voltage. One might
think that ratios of order of 3–5 would be indicative of the
plasma deviating from the high-performance state. However,
there are significant fluctuations in the loop voltage, with the
instantaneous value often exceeding the mean by factors of 5
or more. While these transients could be smoothed using one
of the available causal filters, the time-scale required for those
filters would introduce an unacceptable delay in the response
of the test. Hence, it has been found desirable to use very
large thresholds on the ratio of the measured to modelled loop
voltage when constructing these disruption tests. In particular,
as shown in figure 3(d), declaring a disruption warning when
the measurement exceeds the model by a factor of 5 would
result in many false-positives. It is only when the threshold
for declaring a warning is placed in the vicinity of ∼20 that
the false-positive count can be reduced sufficiently.

Finally, the damping of the plasma rotation can form a
basis for detecting impending disruptions. This comes about
from two observations. First, when the rotation is reduced,
it can lead to a reduction in the RWM stability of the system
[47, 115] (more correctly, the dependence of RWM stability on
rotation can be non-monotonic [139–143], but experimentally,
non-resonant magnetic braking is typically used to generate
these modes in NSTX). Hence, it is important to apply error
field correction techniques that maintain the rotation [47, 144],
while monitoring the rotation for drops that may render the
plasma more susceptible to these modes. Secondly, the core
rotating n = 1 modes that often occur in NSTX H-mode
discharges [117, 123, 127, 145–147] have a tendency to first
reduce the core rotation compared to the edge value, locking
the plasma into a rigidly rotating system, followed by a rapid
damping of the total plasma rotation. Hence, an observed
reduction in the rotation can be indicative of these modes
growing large enough to impact the plasma performance,
potentially leading to disruption.

Two rotation metrics for disruption detection are
considered here: the value of the core rotation speed in
figure 3(e), and the differential rotation between the core and
edge (δFT = FT,core − FT,mid-radius) in figure 3(f ). When
the core rotation drops beneath ∼10 kHz, the probability of
disruption increases, though using this value as a threshold
would result in many false positives. On the other hand,
core rotation values beneath 2 kHz almost always lead to a
disruption. Similarly, while a differential rotation threshold
of 2 kHz would result in many false positives, a threshold of
∼750 Hz would predict many disruptions without a large false-
positive rate.

3.3. Equilibrium measurements

The final set of measurements we have examined for purposes
of disruption detection are those derived from equilibrium
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Figure 4. Histograms of disruption warning times, based on (a) the
pressure peaking factor FP = p0/〈p〉, (b) the internal inductance li,
(c) q95, and (d) the lower plasma–wall gap.

reconstruction. Example data from this category are shown
in figure 4, where threshold tests on the MHD pressure
peaking factor (FP = p0/〈p〉), internal inductance (li =
Iinductive = IP(1 − fBS) − INBCD), safety factor at the 95%
poloidal flux surface (q95), and bottom plasma–wall gap are
used for prediction.

With regard to the profile-parameters in the top row,
it is clear that increased peaking of either the pressure or
current profile can be used as an indicator of disruption
proximity. Figure 4(a) shows that a pressure peaking threshold
of 3.0 results in a large number of false-positives. However,
increasing the threshold to 4.0 and then 5.0 reduces the false-
positive rate, ultimately resulting in a function peaking with
warning times of 20–40 ms. A similar result occurs for the
internal inductance li in figure 4(b). Here, a threshold of 0.7
is clearly not indicative of disruption imminence. However,
increasing the limit to 0.9 and 1.1 results in ever improving
predicative ability for disruptions. Note that both of these
trends are consistent with the disruptivity analysis in [117]; see
that paper for additional discussion of the underlying physics.

The final equilibrium parameters under study as a
disruption indicator are the edge safety factor (in figure 4(c))
and bottom plasma wall gap (in figure 4(d)). Both of these
quantities are sensitive indicators of the loss of plasma vertical
position control. For instance, small or zero values of the
bottom gap may be indicative of the plasma being in the late
phase of a downward-going VDE. Similarly, a drop in the edge-
q accompanies the late phase of a VDE as the plasma cross-
section shrinks at approximately constant plasma current.

However, both parameters may capture other characteris-
tics that are indicative of disruption tendency. With regard to
the bottom gap, small values at fixed plasma vertical position
can be related to loss of X-point position control. Having the
lower X-point come too close to the divertor floor can result
in loss of H-mode, which is generally disruptive in NSTX due
to the lower pressure limits with L-mode profiles. With regard

to the value of q95, it is clear that the tendency to disrupt in-
creases in NSTX at low q95, even when only centred plasmas
are considered. This was shown in [117] to not be due to the
low-q limit at q∗ ∼ 1.7 [148], but rather a series of operational
issues that tend to increase the likelihood of disruption.

With these caveats in mind, it is clear that setting a q95 limit
greater than 8, or a bottom gap limit greater than 4 cm, results
in an unacceptable level of false positives. However, reducing
the thresholds to a bottom gap of 1–2 cm, or q95 values in the
range of 5–6, eliminates most false positives and can provide
an indication that the plasma has entered a regime of increasing
probability of disruption.

4. Combinations of disruption precursors

From the above discussion, it is clear that no single diagnostic
can produce a reasonable disruption proximity indicator:
setting low values of the various thresholds can produce a
predictor with a minimal late-warning rate. However, this will
typically result in an unacceptable number of false positives.
Eliminating the false positives by raising the thresholds results
in an increase in the number of late or missed warnings. In
order to eliminate this problem, it is necessary to combine the
threshold tests in some fashion. This section describes a new
algorithm for implementing that combination. In particular,
section 4.1 describes the scheme in general terms, section 4.2
describes how the coefficients of the detection algorithm are
determined, section 4.3 presents results showing the efficacy of
the algorithm, section 4.4 examines the causes of late warnings
and false positives, section 4.5 examines the stability of the
algorithm across multiple run years, and section 4.6 examines
the detectability of the disruption-initiating event. Finally,
section 4.7 describes the results of applying this detector to
disruptions that occur during the IP rampdown.

4.1. New scheme developed for NSTX data

This paper proposes a scheme somewhat intermediate between
disruption detection based on a single diagnostic and threshold
on the one hand, and neural networks on the other. The
algorithm in this scheme is described below.

To define the algorithm, the following two steps are
executed.

• A series of ∼17 threshold tests such as those described
above is defined.

• For each of these tests, a unique ‘point’ value is assigned
to each of a set of threshold levels. For instance, for
a three-level scheme, corresponding to three threshold
levels assigned for each test, a typical point assignment
is as given in table 1, while the appendix contains the
complete set of tests and point assignments. The means
of determining these point values will be described in
section 4.2.

Then, at each time step during a discharge, the following
steps are executed.

(1) Each of the threshold tests is executed, and the number
of points for each test is evaluated. For instance, from
the first line of table 1, a single point would be awarded
if δBP,n=1/BT exceeded 0.0023, two points if it exceeded
0.004, and three points if it exceeded 0.0072.
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Table 1. Subset of the point assignments for a three-level test. The
total set of point assignments for a three-level test can be found in
the appendix. FPR stands for false-positive rates, and the
connections between false positive rates and these point assignments
will be discussed in section 4.2.

1 pt 2 pts 3 pts
Test (5% FPR) (2% FPR) (0.5% FPR)

δBP,n=1/BT > 0.0023 0.004 0.0072
SN <, 0.49 0.39 0.27
measurement/model

(IP,req − IP)/(IP,req) > 0.08 0.12 0.19
FT,mid-radius − FT,core < 1.4 * *
(kHz)

(2) The points from the individual tests are totalled, to form
the ‘aggregate’ point total.

(3) A disruption warning is declared if the aggregate point
total exceeds a pre-defined threshold value.

Additionally, it is sometimes observed that a diagnostic
signal will transiently cross a threshold value before moving
back to the nominally non-disruptive level. If this occurs
while other diagnostics are achieving levels indicative of
disruption, it would be beneficial to have some memory that
the test indicated, at least transiently, an increased probability
to disruption. Hence, whenever a diagnostic moves from
having violated the lowest threshold level of a test to no longer
violating that threshold, the point total associated with the
lowest threshold level is retained for a fixed duration called
the ‘reset window’.

As noted in step 3 above, the disruption warning is
declared when the aggregate point total exceeds some fixed
pre-defined value. There are multiple ways that this value
of the aggregate point total can be achieved. On the one
hand, if many individual tests are producing low point totals,
a large aggregate total can be accrued. This corresponds to
the case where many tests indicate that the plasma is entering
a disruptive state, though no single one is conclusive. On the
other hand, if a single test produces a large point total, then the
one diagnostic can indicate that a disruption may be imminent.

Finally, in addition to the single measurement tests
described above, the code has the ability to handle ‘dual tests’
of the form, ‘if quantity a exceeds a given value while quantity
b is less than a specified value, then point total c shall be added
to the aggregate total.’

At present, the only test of this type is based on the
detection of f < 40 kHz rotating odd-n poloidal field
perturbations at the vessel wall just beneath the outboard
midplane. This signal is determined by subtracting the
numerically integrated signals between two rapidly sampled
magnetic field sensors mounted with 180◦ toroidal separation
from the vessel wall. This signal is typically dominated by
n = 1 perturbations, and is thus sensitive to n = 1 kink/tearing
modes that subsequently lock to the wall and cause disruption.
For the present example, the thresholds are formulated so that
if the frequency drops below 2 kHz while the mode amplitude
exceeds 7 G, the point total is incremented. This actual point
total is based on that associated with a 1.5% false-positive
rate; see discussion below for motivation on the connections
between point totals and false-positive rates.

4.2. Determination of point assignments

It is clear from the discussion of section 4.1 that determining
the threshold values associated with each point assignment and
test is the key step in setting up this algorithm. The method
used to date has been to assign thresholds based on values that
result in a given false-positive rate.

The rationale behind this choice is illustrated in figure 5.
Each frame shows the rates of late warnings (blue), false
positives (red), good warnings (green), and total triggers
(black), as a function of the threshold level for a single
diagnostic signal or calculation. Here, the rate is defined as the
number of discharges that have a certain feature (false positive,
etc), normalized to the total number of discharges in the dataset.
The signals considered, and associated histograms above, are
(a) the normalized quasi-stationary n = 1 BP perturbation as
in figure 2(a), (b) the pressure peaking as in figure 4(a), (c)
the line-averaged density transient as in figure 3(b), and (d) the
confinement multiplier H89 as in figure 3(a).

The four frames show similar trends in the threshold levels,
though there is a reflection of the x-axis based on whether the
test is based on the diagnostic signal being bigger or smaller
that a given threshold. Consider first declaring a warning when
the signal is larger than a given value, as in figures 5(a) and
(b). Small threshold values have a high rate of false positives
but a low rate of late warnings. Increasing the threshold results
in a decrease of the false-positive rate, and an initial increase
in the rate of good detection. However, for larger vales of
the threshold, it is common for the good detection rate to
decrease. This is because many disruptions will not produce
diagnostic signals that large, and hence no trigger, either early
or late, occurs. This can be seen most clearly in the black
curve, which shows the sum of the rates of good detection, late
warning, and false positives, or equivalently, the fraction of
discharges with any trigger at all; this curve always decreases as
the threshold level increases for these tests. As a consequence
of these observations, of the three curves corresponding to late
warning, good detection, and false-positive, only the false-
positive curve is a monotonic function of the threshold value. It
is for this reason that the false positive rate is used to determine
the threshold values in the tests described in section 4.1. Note
also that all of the statements above apply to the tests in frames
(c) and (d), where the warning is declared if the value is less
than a given value, as long as ‘increasing threshold level’ is
replaced with ‘decreasing threshold level’.

Thus, point levels and thresholds for the individual tests
are determined based on assigning a number of points to a
given false-positive rate. For the three-level test described in
table 1, the first row indicates that 1 point is associated with
the threshold providing a false-positive rate of 2%, 2 points
are associated with a false-positive rate of 1%, and 3 points are
associated with a false-positive rate of 0.5%. For the six-level
test, the pairs (points, false positive %) are [1,10], [2,5], [3,2],
[4,1], [5,0.5] and [7,0.2]. This method provides a deterministic
mechanism for the determination of the point totals, and, as
shown in the next section, provides a reasonable compromise
between false positives and late warnings.

Finally, we note that some diagnostic tests never achieve
the lowest values of false-positive rate indicated in the previous
paragraph. An example of this is the test on the differential
rotation FT,mid-radius − FT,core in the bottom row of table 1,
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Figure 5. Late warnings, false positives, good detections, and total triggering rate, as a function of the threshold level, for various diagnostic
tests. Quantities include (a) the normalized quasi-stationary BP, n = 1 signal, (b) the pressure peaking, (c) the line-average density
transient, in units of 1016 cm−2 s−1, and (d) the confinement level.

which has a false-positive rate between 2% and 5% even at the
lowest thresholds. In cases like this, only the lower point values
associated with the higher false-positive rates are allowed.
This provides an automatic de-weighting of those tests with
intrinsically high false-positive rates.

4.3. Detector results

With the basis for determining individual point assignments
above, this disruption detector is a surprisingly sensitive
indicator of proximity to disruption. This will first be shown
by analysing the time evolution of the aggregate point total for
three individual disrupting discharges in figure 6. The analysis
will then be done on a statistical basis for a three-year database
of 2026 disrupting plasmas.

The left-most column of figure 6 shows the waveforms for
a case where an early MHD mode slows the toroidal rotation
and locks to the wall, leading to a disruption; this case was
examined in section 6 of [117]. This flavour of disruption
is comparatively easy to detect. In particular, as shown in
figure 6(a) the large-amplitude rotating mode that provides
the rotation braking is easily detected with the wall-mounted
magnetic field diagnostic sensors when processed to detect
the rotating odd-n perturbation, as described at the end of
section 4.1. In this case, the mode locking is indicated by
the rapid drop in odd-n amplitude at 0.32 s. The rotation
braking itself is also easily detected, as shown in the rapid
rotation damping after t = 0.23 s in frame (c). Once the
mode locks, many further diagnostic indicators are clear. A
large stationary n = 1 BP perturbation, denoted δBP,n=1 and
normalized to the toroidal field strength in the figure, grows
larger, and oscillations in the vertical position begin to grow.

The normalized β drops rapidly, and the pressure peaking
increases. The loop voltage becomes quite large; as noted
above, the cold, L-mode plasma, with reduced non-inductive
current sources, requires a significantly larger voltage to
maintain the plasma current. However, despite this increased
loop voltage, there is still a considerable drop in the plasma
current. These trends, when combined with the threshold tests
described in section 4.1, lead to a rapid increase in the aggregate
point total shown in frame (d), in this case exceeding a value
of 30 well before the final current quench.

The central column of figure 6 shows an example where
a hot-plasma VDE initiates the plasma disruption. This
discharge was designed [123] to prototype discharges for
NSTX-Upgrade [128], where there is an increase in the passive
VDE growth rate [149] due to the larger aspect ratio (A =
1.67). In this case, a small increase in li resulted in the
growth of the VDE. There are essentially no predictors of the
disruption in the transport-like variables FP, βN, or the loop
voltage in frame (f ), and the rotation in frame (g) is unchanged.
However, frame (e) shows that there is a strong oscillation in
the quantity ZP · dZp/dt (and the value of dZP/dt as well,
not shown in the figure). The warning levels based on these
quantities causes the aggregate point total to increase above
ten before the current quench.

Finally, the third column shows the results for an RWM
disruption. The evidence of the RWM is provided in frame
(i), where the n = 1 perturbation begins to grow rapidly at
t = 0.748 s. The same frame shows that the plasma current
begins to rapidly droop at this time, though at a rate too
slow to be considered a disruption; the actual current quench
only occurs at t = 0.787 s, when the current has dropped
by about half. There is also strong vertical motion following
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Figure 6. Example time evolution of disrupting plasma. The first row of each column shows the plasma current, normalized n = 1
quasi-stationary BP perturbation (δBP,n=1/BT), the rotating odd-n BP perturbation, and vertical motion indicator ZP · dZP/dt . The second
row of each column illustrates the pressure peaking (FP), normalized beta (βN), confinement enhancement relative to ITER-89 scaling (H89),
the injected power (Pinj), and the loop voltage (Vloop). The third row shows the core and mid-radius toroidal rotation frequency, while the
bottom row shows the aggregate point total based in the six-level disruption warning rule. The time of first IP deviation (tIpDev) is shown as a
blue vertical line in the left and right columns, while the black line indicates the time of the current quench initiation (tquench from section 2).

the mode onset, as indicated by the trace of ZP · dZp/dt .
Many other diagnostic signals in frame (j ) register the effect
of the mode, including a rapid evolution in the loop voltage,
increase in the pressure peaking, and drop in confinement. This
particular case is too rapid for there to be any observation of
strong rotation damping preceding the mode, and the CHERS
diagnostic, providing the data illustrated in frame (k), is unable
to resolve the likely rapid drop in rotation following the large
mode onset. Nevertheless, the observed signals are sufficient
to trigger an extremely rapid rise in the aggregate point total
in frame (l), well before the final current quench.

These results are summarized on a statistical basis in
figure 7, which shows in frames (a) and (b) the warning
time statistics for both three- and six-level tests; each frame
shows statistics based on two thresholds of the aggregate point
total above which a disruption warning is declared. This is
from a database of 2026 disruptions during the IP flat-top of
beam-heated discharges. Furthermore, only discharges with
maximum stored energies greater than 20 kJ, plasma currents
greater than 680 kA, and with disruption current quench rates
less than −2.2 × 107 A s−1 are allowed in the dataset.

The three-level test in figure 7(a) shows a 21.5% ‘failure
rate’ for warning threshold of 2 points; as per table A1, this
warning threshold corresponds to any single test reaching the
level giving a 2% false-positive rate. These failures are heavily
weighted towards false positives, with a false positive rate of
20.5%, and a late + missed warning rate of 1%. When the
threshold is increased to 6 points, which only occurs when at
least two tests register points, the false positive rate drops to
2.5%, at the expense of an increase in the percentage of late
and missed disruptions to 4.8%.

The results are somewhat better for the six-level test in
figure 7(b). For a warning threshold of 5 points, requiring as
per table A2 that only a single test reach the threshold level
associated with a 0.5% false-positive rate, the late + missed
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Figure 7. Histograms of warning times. (a) shows the statistical
results of the three-level tests, while (b) shows the results of the
six-level test.

warning fraction is approximately 1%, while the false-positive
rate is still high at 14%. However, increasing the warning level
to 10 points, which only occurs when more than a single test
registers the crossing of a threshold, leads to a late + missed
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Figure 8. Histogram of false positive causes for the disruption
detection algorithm described in sections 4.1–4.3.

warning rate of 3.7%, with a false-positive rate of only 2.8%.
For this last case, the total failure rate is 6.5%.

4.4. Conditions leading to false positives or failed detection

Having established in section 3 that there are many diagnostic
indicators that can indicate a disruption is imminent, and in
sections 4.1–4.3 that these threshold tests can be combined
to form a disruption warning algorithm, it is interesting to
consider the conditions under which these tests fail. This will
be explored in the present section, concentrating first on the
sources of false positives, and then on the late and missed
alarms. Here, the false positives and early warnings are defined
using the six-level warning rule with a threshold of 8 points to
declare a disruption warning; this is intermediate between the
cases in figure 7(b) and provides a false-positive rate of 4.6%,
with a late-warning rate of 2.3%.

Figure 8 provides a histogram explaining the sources of
false positives in NSTX. The first two sources provide the
largest number of false positives, and are related to the early
rotating n = 1 MHD modes noted in section 6 of [117], and in
figures 6(a)–(d) of this paper. As shown in that latter figure,
these modes often lock to the wall, leading to a disruption.
However, we have observed that on occasion, the rotation
frequency of those modes will sweep down to nearly zero, but
a lock will not occur; the plasma eventually spins-up when the
mode dissipates, and the discharge continues. In this case, the
false positive is generated by the extreme rotation damping,
loss of differential rotation, and observed large-amplitude,
low-frequency MHD mode.

There are also cases where the early n = 1 mode does
indeed lock, but disruption is avoided; an example of this false-
positive type is shown in figure 9. The locking itself is indicated
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Figure 9. Example waveform for a discharge where an early
locked-mode results in a false-positive disruption warning. See
figure 6 for a description of the individual panels.

by the sudden drop in amplitude of the odd-n rotating MHD
signal at t = 0.27, followed by the rapid growth of the quasi-
stationary n = 1 BP perturbation (δBP,n=1/BT in this figure).
Both the core and edge rotation go to zero at t = 0.28 s in this
example. Furthermore, there is a significant drop in βN and
H89, and large increases in the loop voltage Vloop and pressure
peaking FP. Together, these changes result in a large aggregate
point total in figure 9(d), exceeding the threshold required to
declare a warning. However, the discharge recovers from this
large event, and the warning is thus classified as a false positive.
Note that this discharge does indeed disrupt at later time, and
the point total does indeed increase rapidly in the approach to
that event.

Returning to figure 8, there are additional causes of false
positives. In a few cases, a large quasi-stationary n = 1
BP perturbation grows up, but subsequently vanishes, and
the plasma continues on without disruption. There are also
examples where large vertical motion is observed, at a level that
would generally by disruptive and that thus triggers a disruption
warning, but the vertical control system is able to regain
control of the equilibrium. There are a few discharges where
anomalously poor confinement triggers an alarm, despite the
fact that the discharge appears to be stable. There are a few
discharges with quite low edge safety factor that are maintained
for longer than the 300 ms required to declare a false positive.
As noted in section 3.3, the operational low-q limit is set by a
host of operational and MHD issues; rare cases where these are
avoided and the discharge sustained results in a false positive
for the present disruption warning scheme. There are a number
of cases where a ramping radiated power is observed, achieving
levels that rapidly increase the aggregate point total, but with
disruption delayed beyond the 300 ms used to define a false
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Figure 10. Histogram of causes of late or missed warnings for the
disruption detection algorithm described in sections 4.1–4.3.

positive. Finally, there are a few cases where the application of
strong heating power early in a lower current discharge results
in a strong over prediction of the non-inductive fraction in
the model described in section 3.2, and thus under prediction
of the loop voltage. This results in a strong contribution
to the aggregate point total from the loop voltage ratio test.
This could be avoided by a more sophisticated current drive
calculation. We note that in most of the cases in figure 8,
the plasma is displaying strong signs of distress, and so these
‘false positives’ may in some cases be better considered as
‘disruptions avoided’. Indeed, it appears that in larger plasmas
with considerably higher levels of stored energy, the energy
lost during many of these events would be sufficient to release
large quantities of impurities from the walls, likely resulting
in disruption.

The typical causes of disruption for late or missed
warnings are shown in figure 10. The first three bars
correspond to cases with rapidly growing n = 1 MHD modes;
these may be RWMs, or more internal modes. In some
cases, these modes occur without any clear evolution of the
plasma leading to the mode onset. In other cases, either
magnetic braking was applied to the plasma, or there was a
clear evolution of the pressure peaking to higher values, which
may be responsible for the mode onset (note that the level of
FP achieved was not sufficient by itself to trigger a disruption
warning). This FP evolution is often related to undesirable
divertor interactions. These cases related to ideal MHD activity
make up the largest group of the late warnings.

There are other causes of late warnings indicated in
figure 10. The locking of previously rotating MHD modes
causes disruptions which are generally quite detectable in
advance. However, there were a limited number of cases
where the mode locking and subsequent disruption were too

fast to detect within the 10 ms time-window set for defining
late warnings in this report. H- to L-mode back transitions
are typically disruptive in NSTX, due to the higher pressure
peaking in L-mode. A limited number of these back transitions
and subsequent disruptions occurred too fast for detection.
Similarly, there were a small number of VDEs that occurred too
quickly for detection given the thresholds used in this example,
as well as cases where loss of gap-control resulted in immediate
disruption.

There are a few caveats to be considered with figure 10.
First, the exact cause of a disruption is not always clear
from the available data or physics operator log-book entries.
Sometimes, no clear cause is apparent, while in others, multiple
causes may be considered. For instance, there are cases where
a previously rotating mode locks at the same time that the
bottom gap goes to zero, and it is not clear in which bin in
figure 10 a case like this should be placed. See [150] for a more
thorough discussion of the complicated nature of disruption
causes. Also, many of these disruptions would have been
detected if the algorithm had been tuned for a smaller late-
warning rate, i.e. a lower aggregate point total required to
declare a disruption. Doing so, however, would have increased
the number of false positives in figure 8.

4.5. Stability of the coefficients over time

A key issue with any on-line disruption detection algorithm
is its continued efficacy over time, as the tokamak conditions
evolve. In order to address this issue, figure 11 presents the
threshold levels for various tests as a function of year. In
particular, the threshold levels that result in 10%, 5%, 2%,
1% and 0.5% false-positive rates are indicated with different
coloured points, with a label on the right of each figure. These
thresholds are independently computed for the data in each of
the 2008, 2009 and 2010 run campaigns. The dashed lines
show the thresholds based on the complete data set including
all three years; these are the values used in determining the
point assignment for the tests in sections 4.3 and 4.4.

In some cases, the threshold levels corresponding to low
false-positive rates changed considerably over the years. In
figure 11(a) for instance, the 0.5% false-positive threshold
on δBP,n=1/BT increases by more than a factor of two over
the three years under consideration. In this particular case,
changes to how the sensor data was processed may contribute
to the increased threshold (in particular, an ‘AC’ compensation
step was added to the realtime sensor processing, which
reduces some magnetic pickup in the sensor data). However,
it appears likely that the increasing use of the RWM control
system allowed higher external perturbations to be tolerated.
Similarly, the 0.5% false positive thresholds for the H89 factor
in figure 11(c), the fractional IP deviation in figure 11(e), and
value of ZP · dZP/dt in figure 11(f ) all changed substantially
over the years. These changes are likely due to variations in the
NSTX operating regimes, as noted at the end of section 2. Note
also that, as indicated in figure 5, threshold levels with very low
false-positive rates often have fairly low total trigger counts,
and so the statistical variation in determining these values
may be significant. The thresholds associated with higher
false-positive rates, however, have better statistics, which may
account for their being more constant across the years.
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Figure 11. Threshold levels for false-positive rates of 10%, 5%, 2%,
1%, and 0.5%, as a function of year, for six of the tests used in the
disruption detection algorithm. The colours denote the false-positive
rate, as indicated in the labels on the right of each frame. The tests
are (a) the normalized quasi-stationary BP,n=1 perturbation, (b) the
pressure peaking, (c) normalized global confinement, (d) the
neutron emission ratio, (e) the fractional IP deviation and (f ) the
quantity ZP · dZp/dt .

It is worth noting, however, that the threshold levels
associated with low false-positive rates can in some cases be
fairly constant over the years. This is especially true for the
test based on deviations in the neutron rate in figure 11(d), and
for the test based on thresholds on the pressure peaking factor
in figure 11(b).

Given the results in figure 11, it is interesting to consider
how the disruption detector behaves using different ‘training’
data sets, that is, different sets of discharges used to determine
the point thresholds for the given false-positive rates. The
results of this study are indicated in figure 12, showing the rates
of late+missed warning, false positive, and their sum (the total
failure rate) as a function of the value in the aggregate point
total at which a disruption warning is declared. This is for the
six-level test with a 50 ms reset window.

The black curves in figure 12 show the cases where the
complete three-year data set was both used to determine the
coefficients and to evaluate the rates of failure; this is the
same data usage as in sections 4.2 and 4.3. As expected from
previous discussion, if a disruption warning is declared at fairly
low values the aggregate point total, then the late-warning rate
can be low, but the false-positive rate may be unacceptably
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Figure 12. Rates of (a) late and missed warnings, (b) false positives
and (c) total failures (sum of false positive and missed or late
warnings), as a function of the value of the aggregate point total at
which a disruption warning is declared. The different curves
correspond to different data sets used to determine the coefficients in
the detector or to analyse the failure statistics. See text for additional
details, and note the different scales on the figures.

high. Increasing the threshold to 9–10 points results in a
minimum total failure rate. Note that this is the value chosen
in figure 7(b), which displayed reasonably good performance.
Increasing the threshold beyond this value results in a gradual
increase in the failure rate, as the late-warning rate increases.

The red lines in the figure are based on analysing the 2010
data only, for both determining the coefficients and analysing
the various failure rates. There is a reduction in the total failure
rate in this case compared to the black curve, presumably due
to the smaller variation in the range of operating conditions in
the smaller data set.

The other two curves in the figure correspond to cases
where only the 2008 data was used to determine the coefficients
in the detector: the blue curve uses the entire three-year data
set to determines the failure rates, while the green curve is
based on the 2010 discharges only in determining the failure
rates. Interestingly, there tends to be a slight reduction in
the late-warning rate in these cases, apparently because the
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Figure 13. Disruption warning statistics, where the disruption time
is defined tdis = min(tquench, tIpDev). See text for further details.

detector based on 2008 data tended to have more sensitive
thresholds. The corollary to the reduced late-warning rate is
a large increase in the false-positive rate, especially at lower
thresholds in the aggregate point total threshold. However, at
larger values of the aggregate point total warning threshold,
the performance of the detector is fairly constant, regardless
of the data set used for training the detector or analysing the
failure rates. In particular, the optimal value of the aggregate
point total to use may shift, but the minimum value of the total
failure rate is fairly constant.

4.6. Detectability of the disruption-initiating event

The disruption has been defined as the time of the current
quench in sections 3 and 4.1–4.4. However, as noted in
[117] and in the discussion of figure 1 above, there is often
a significant time delay between the instability/event starting
the sequence that results in the disruption, and the actual
thermal and current quenches. Furthermore, the events during
this period provide the basis for many of the disruption
signatures used for detection above. Hence, it is interesting
to consider how the detection statistics in figure 7 would
look if the disruption time is defined as the minimum of
either the time of the large negative first IP deviation, or of
the current quench initiation: tdis = min(tquench, tIpDev). For
instance, this would be approximately time t2 in figure 1, or
the time indicated by the blue vertical lines in the left and right
columns of figure 6 (also see figure 1 of [117] for additional
examples).

The results of such a study are shown in figure 13, for
the same set of discharges and six-level warning algorithm
as in figure 7(b). In this case, the number of false positives
has decreased slightly, as the event defining the disruption
is moved earlier in the discharge while the evolution of the
aggregate point total is fixed. More importantly, however, the
number of late warnings has increased dramatically, increasing
to half of all disruptions in the case with 10 points required for
declaring the warning. This can be seen by the increase in the
area to the left side of +10 ms in the figure. From this, we
conclude that it can be much harder to predict the disruption-
initiating event, compared to predicting the thermal/current
quench. The implications of this will be discussed in
section 5.
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Figure 14. Histogram of warning times, for shots that disrupt
during the IP rampdown.

4.7. Application of the detection algorithm to disruptions
during the ip rampdown

The analysis in sections 4.3–4.6 presents extensive analysis
of the disruption prediction algorithm, from a database of
discharges that exhibit disruptions during the IP flat-top. One
additional question that may be asked is with regard to the
prevalence of disruption warnings being declared in discharges
that do not have a thermal/current quench before the IP

rampdown is initiated. This question is discussed in this
section.

As shown in [117], the disruption rate in NSTX was
quite high, with ∼70% of discharges disrupting at some point
during the flat-top and ∼25% of discharges disrupting during
the current rampdown; a negligible fraction of discharges
were ramped down below IP = 300 kA without some large
disruptive event. During NSTX operations, the rampdown was
on occasion carefully programmed to reduce the stored energy
before the plasma current. However, it was more common
that the rampdown was initiated by the rapid return to zero of
the solenoid current after that coil reached its current limit; this
flux swing is in the direction to ramp-down the plasma current,
though not necessarily in a manner leading to a smooth plasma
current evolution.

The disruption detection algorithm has been applied to a
set of 365 neutral beam-heated discharges that disrupt after the
IP rampdown has been initiated, and the results are shown in
figure 14. The performance of these algorithms is reasonably
good, with ∼70% of the disruptions predicted within the
tquench −10 ms > twarn > tquench −300 ms window used earlier
in this paper for the six-level rule, for a warning declared when
the aggregate point total exceeds 10 points.

Compared to the study of flat-top disruption detection in
section 4 (see figure 7), the instance of late or missed warnings
is increased. The cause of these late warnings can be seen in
the left-hand column of figure 15. In this case, the discharge
is operating stably until the rampdown is initiated just after
t = 0.85 (see reversal of Vloop after that time in figure 15(b)).
The discharge shows no signs of distress up to this time, with
the MHD signatures in figure 15(a) not displaying any modes,
the confinement signatures in figure 15(b) holding stable, and
the rotation maintained in figure 15(c); the aggregate point
total in figure 15(d) does not show any large level before the
rampdown is initiated.
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Figure 15. Examples of application of the algorithm to rampdown disruptions. (a)–(d) show an example with a very short warning time,
while (e)–(f ) show an example where the warning would be declared before the rampdown is initiated. See figure 6 for a description of the
individual panels, and the text for additional details.

The disruption triggered by the ramp-down occurs at
t = 0.89, with minimal precursor activity; the aggregate point
total only begins to increase a few ms before the IP spike occurs.
As described in section 9 of [117], disruptions initiated by a
reversal of the loop voltage accounted for essentially all of the
high stored energy disruptions in NSTX, due to the lack of
stored energy loss or confinement degradation leading up to
the disruption; this lack of precursor activities makes these
cases hard to detect in advance. This example shows that
the rampdown must be carefully tailored to avoid disruptions,
and that the disruption detection algorithm may need to be
optimized differently for this phase of the discharge.

The time required to ramp-down the current in typical
NSTX plasmas was ∼70–120 ms. This implies that all of
the disruption warnings longer than this time in figure 14
actually occur during the IP flat-top, even though the disruption
occurred after the rampdown was initiated. These cases
correspond to discharges where the plasma was showing signs
of distress indicative of a disruption being imminent, but the
rampdown was initiated before the disruption occurred.

An example of this type is shown in figures 15(e)–(h).
In this case, a large n = 1 rotating MHD mode is struck at
t = 0.95, as illustrated in figure 15(e). This mode results in a
reduction of confinement and an increase in pressure peaking
(figure 15(f )), and a damping of the rotation with a reduction
in rotation shear (figure 15(g)). These changes to the plasma
result in the aggregate point total in figure 15(h) exceeding 10
by t = 1.05 s; however, the plasma does not disrupt before the

rampdown is initiated at t = 1.15. The plasma then disrupts
at t = 1.2, when that rotating n = 1 mode locks to the wall.

Approximately 50% of the cases in this database of
rampdown disruptions show the disruption warning occurring
before the rampdown is initiated, due to the plasma displaying
significant signs of distress before the rampdown as in the right-
hand column of figure 15. This and similar examples may be
viewed as instances where the warning is triggered but there is
no disruption. However, it is likely equally valid to view these
as cases where the disruption is preempted by the initiation of
the rampdown process, and follows shortly thereafter.

5. Summary and discussion

This paper has given a comprehensive examination of
disruption precursors in high-β NSTX plasmas. Key findings
include the following.

• There are many diagnostic signals that can provide a
basis for the detection of high-β disruptions. These
include direct instability detection (vertical motion,
stationary and rotating n = 1 perturbations), equilibrium
characteristics (profile shapes, boundary-wall gaps), and
transport indicators (plasma rotation, energy and particle
confinement, neutron production, required loop voltage).
See sections 3.1–3.3 for more details.

• No single one of these sensors can predict disruptions
with sufficiently high fidelity to be used as a stand-
alone disruption detector. For any given diagnostic and
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threshold level, either the false-positive rate will be too
high (in order to minimize late warnings), or the late
warning+missed alarm rate will be too high (in order to
minimize false positives). See section 4.2 for details.

• A simple threshold-based detection algorithm can be
used to detect the majority of disruptions in NSTX. In
particular, this algorithm is based on summing the results
of a series of threshold tests. The coefficients used in the
detection algorithm are based on analysis of the NSTX
database. A total failure rate, defined as the sum of false
positives, late warnings, and missed warnings, can be as
low as 6% when applied to a set of ∼2000 disruptions
from a three-year period. See sections 4.1–4.4.

• While the algorithm does a good job of predicting the
current quench in advance, it is not as successful at
predicting the events that initiate the disruption process.
See section 4.6.

• When the detector was applied to a database of ∼360
disruptions during the IP rampdown, it was found that
approximately half of these had the disruption warning
declared before the rampdown was initiated. These were
cases where the plasma was showing severe signs of
distress, but the eventual disruption was preempted by the
initiation of the rampdown. See section 4.7.

Considering the fundamental question described at the
end of section 1, the answer appears to be that, in general,
disruptions in NSTX are detectable in advance. Algorithms
that have an extremely low rate of missed or late warnings,
however, will often have an unacceptable rate of false positives.
This underscores the need to incorporate additional physics and
engineering data into the detection scheme, as described later
in this section. Note also that while the disruption dynamics
in a spherical torus have many similarities to the dynamics in
conventional aspect ratio tokamaks, further work is required
to demonstrate the applicability of these disruption detection
techniques to those larger-A devices.

Looking towards larger next-step devices, there are
reasons to believe that the efficiency of these disruption
detection schemes may be either better or worse. On the
one hand, those devices will typically have only a few
operating modes, with limited variation in the time-trajectories
of quantities such as the edge-q, boundary shape, β, or the non-
inductive current drive sources. This is to be contrasted with
the data set used in the present NSTX study, which contains
a very large range of elongations, triangularities, edge-q
and β values, injected power and non-axisymmetric field
configurations. Furthermore, many disruptive actions taken in
NSTX to facilitate the research programme would likely result
in a controlled termination of the discharge in a larger device,
before a disruption occurs; examples include rapid reductions
of the heating power or application of large n = 1 fields.
Finally, the characteristic time-scale of instabilities will be
significantly longer than in NSTX, due to the hotter plasma
and larger size, providing more absolute time for detection.
However, the diagnostic access in those devices will likely
be more limited, due to the desire to avoid neutrons streaming
through penetrations in the blanket modules and the associated
loss in tritium breeding. This reduction in data quality will
adversely impact the ability to detect imminent disruptions.

It is interesting to consider some comparisons of this
method to neural network based detection. Both methods
require that a database of discharges exist, in order to develop
the correct coefficients. In the present case, where false-
positive rates down to 0.2% are utilized, this implies that at least
1/0.002 = 500 discharges be available for this determination,
though a somewhat different combination of points and false-
positive percentages could reduce this number considerably.
The primary advantage of the present scheme is that the
coefficients so derived are directly traceable to physics issues
(those discussed in section 3), unlike in a neural network where
a machine learning method develops the coefficients. For
this reason, it appears likely that this method may be better
able to expand to operating regions not previous explored,
or be transferred from one tokamak to another more easily;
these potential benefits can only be assessed with additional
analysis. On the other hand, the neural network may be better
able to discern couplings in the data that lead to improved
prediction, compared to the present case, where various pieces
of data are evaluated independently. Also, while the present
system produces only an ‘alarm’ trigger, neutral networks
can be configured to produce estimates of the time until the
disruption [86], a piece of information that can prove quite
useful in deciding which mitigation strategy to employ.

An interesting finding of this work is that in the second
to final bullet above: that the algorithm is less successful at
finding the disruption-initiating event, compared to predicting
the current quench. This implies a number of avenues for future
research. First, it is clear that better physics is required in the
detector in order to identify the causes of imminent disruptions.
Potential means of improving the physics fidelity of prediction
include the following.

• Realtime n = 0 stability assessment could be conducted.
For instance, a quantity like �Zmax [52], indicative of
the maximum controllable vertical displacement, could be
calculated based on equilibrium quantities determined in
realtime. These could then be compared to measurements
or estimates of the disturbance spectrum, in order to
determine when vertical control has become marginal and
the likelihood of a VDE has significantly increased. These
calculations could be done against not only the present
state of the plasma, but also the projected future state based
on realtime current diffusion [151] and equilibrium [37]
calculations. If calculations of n = 1 stability ever achieve
the same level of maturity as those for n = 0, then they
could also be evaluated in realtime, provided the realtime
equilibria are of sufficient quality. Should this not be the
case, then a second method can be used for the evaluation
of n = 1 stability, as described below.

• Resonant field amplification [152] could be used for
realtime n = 1 stability assessments [153], in order to
reduce the likelihood of unanticipated RWM disruptions.
These measurements have the advantage of being
intrinsically sensitive to the details of kinetic stabilization
physics [143, 154], effects that are only recently being
considered in sophisticated calculations [139–142, 155]
not presently feasible in a realtime manner. Note that
realtime RFA measurements have been used for feedback
control of the neutral beam power in DIII-D, in order
to maintain constant proximity to the n = 1 stability
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Table A1. Thresholds used in the three-level warning scheme, as well as a short description of each test.

1 pt 2 pt 3 pt
Test 5% FPR 2% FPR 0.5% FPR Description

100δBP,n=1/BT > 0.23 0.40 0.72 Quasi-static n = 1 BP perturbation too large
|dZP/dt | (m s−1) > 3.93 6.54 9.01 Absolute value of vertical velocity too large
FP > 3.88 4.50 5.56 MHD pressure peaking too high

li > 0.84 0.90 1.02 Internal inductance too high
H89 < 0.51 0.32 0.19 Normalized confinement too low

Vloop, meas./model > 13.50 24.00 * Ratio of measured to modelled loop voltage too large
SN, meas./model < 0.49 0.39 0.27 Ratio of measured to modelled neutron emission too small
Bottom Gap (m) < 0.03 * * Gap between plasma and divertor floor too small
(IP,req. − IP)/IP,req > 0.08 0.12 0.19 Fraction IP error too large
q0 < 0.87 * Central safety factor too low
q∗ < 2.82 2.67 2.51 Cylindrical safety factor too low
q95 < 7.05 6.50 6.02 Edge safety factor (q95) too low
100FT,core/FA < 1.45 0.39 * Normalized core rotation frequency too low

FT,core − FT,mid-radius (Hz) < 1423 * * Core to mid-radius differential rotation too low

dnline/dt (1016 cm−2 s−1) < −2.58 −5.58 −9.95 Line-density drop too large
Prad/Pheat > 0.25 0.31 0.40 Radiated power too large compared to heating power
ZP · dZP/dt > 0.20 0.41 0.84 Product of vertical position and vertical velocity too large
Coil fault > 0.10 0.20 0.30 Power supply control software declares a fault

Table A2. Thresholds used in the six-level warning scheme.

1 pt 2 pt 3 pt 4 pt 5 pt 7 pt
Test 10% FPR 5% FPR 2% FPR 1% FPR 0.5% FPR 0.2% FPR

100δBP,n=1/BT > 0.17 0.23 0.40 0.56 0.72 0.88
|dZP/dt | (m s−1) > 2.88 3.93 6.54 7.92 9.01 9.70
FP > 3.22 3.88 4.50 5.06 5.56 6.49
li > 0.77 0.84 0.90 0.97 1.02 1.14
H89 < 0.75 0.51 0.32 0.24 0.19 0.13
Vloop, meas./model > 8.90 13.50 24.50 43.50 * *
SN, meas./model < 0.58 0.49 0.39 0.32 0.27 0.19
Bottom Gap (m) < 0.06 0.03 * * * *
(IP,req. − IP)/IP,req > 0.05 0.08 0.12 0.16 0.19 0.26
q0 < 1.01 0.87 * * * *
q∗ < 2.97 2.82 2.67 2.56 2.51 2.38
q95 < 7.52 7.05 6.50 6.18 6.02 5.69
100FT,core/FA < 2.21 1.45 0.39 * * *
FT,core − FT,mid-radius (kHz) < 2161 1423 * * * *
dnline/dt (1016 cm−2 s−1) < −1.34 −2.58 −5.58 −8.27 −9.95 −13.22
Prad/Pheat > 0.20 0.25 0.31 0.35 0.40 0.47
ZP · dZP/dt > 0.13 0.20 0.41 0.58 0.84 1.17
Coil fault > 0.10 0.20 0.30 0.40 0.50 0.60

limit [156], indicating the applicability of the technique
to realtime control.

• Ultimately, many of these tests should be framed in terms
of loss of control by critical actuators. In the present
case, the plasma current, plasma vertical position, and the
n = 1 distortion are under feedback control. Three of the
tests in section 3 essentially quantify the extent to which
the actuators are no-longer capable of controlling these
quantities: the thresholds on (IP,req − IP)/IP represent
current deviations too large to correct, the thresholds on
ZP · dZP/dt represent vertical motion too well developed
to control, and the thresholds on δBP,n=1 represent n = 1
distortions too large to correct. However, the thresholds
used here are based on experimental measurements,
and not on models of control. Ideally, models of
the plasma, feedback system, and actuator capabilities

would be used to provide more first-principle loss of
control thresholds, the crossing of which would mandate a
significant change to the discharge trajectory or complete
discharge termination.

Beyond these considerations, the reduced ability to detect
the disruption-initiating event leads to questions about how
disruption detection may differ in devices which do not have
any capability for solenoid induction. In all experiments in
NSTX, the solenoid applied a considerable voltage during
the pre-disruption phase, due to the loss of non-inductive
current drive. This is an effective means of driving current
and supplying power to the relatively cold plasma, and can
result in a substantial extension of the disruption phase, during
which disruption detection can often be easily accomplished.
However, if there were no solenoid, as is common in the design
of ST configurations for the FNSF/CTF [157–160], pilot plant
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[161], or reactor [162, 163] missions, the disruption process
may be much faster, and detection significantly more difficult
(see [164] for a description of the CTF/FNSF mission). The
extensive non-inductive capabilities [165] of NSTX-Upgrade
[128] should allow these studies of disruption detection in
high-β, 100% non-inductive fraction discharges with solenoid-
based IP feedback control disabled.
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Appendix. Parameters of the disruption detection
algorithm

Tables A1 and A2 provide the complete point-level
assignments for the three- and six-level tests described in
section 4.3. These coefficients are determined by analysis
of the full 2026 discharge data set from the 2008–2010
campaigns. The first 17 rows show the thresholds for tests
based on physics data. The last row shows a quantity called
‘coil fault’. This value is compared against the output of the
power supply control software, which is either a 0 (good) or
a 1 (fault). Hence, if a fault is declared, the largest possible
point value will be added to the aggregate point total. The final
column of table A1 contains a short description of the tests.
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