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a b s t r a c t 

Modifications of the drift-kinetic transport code XGC0 to include the transport, ionization, and recom- 

bination of individual charge states, as well as the associated radiation, are described. The code is first 

applied to a simulation of an NSTX H-mode discharge with carbon impurity to demonstrate the approach 

to coronal equilibrium. The effects of neoclassical phenomena on the radiated power profile are exam- 

ined sequentially through the activation of individual physics modules in the code. Orbit squeezing and 

the neoclassical inward pinch result in increased radiation for temperatures above a few hundred eV and 

changes to the ratios of charge state emissions at a given electron temperature. Analogous simulations 

with a neon impurity yield qualitatively similar results. 

© 2016 Elsevier Ltd. 

This is an open access article under the CC BY-NC-ND license. 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

k  

b  

 

t  

k  

[  

s  

c  

r  

a  

m

 

v  

t  

n  

i  

p  

N  

a  

c  

t  

t  
1. Introduction 

Extrapolation of empirical transport trends predicts that to

maintain divertor heat loads at tolerable levels, ITER will need

to radiate 80% of its total input power, with roughly 30% com-

ing from the core [1] . The requirements for DEMO are more se-

vere yet, with a total radiated fraction of ∼90% and ∼50% from

the core [2] . An understanding of the spatial distribution of impu-

rity radiation in the edge and scrape-off layer (SOL) of tokamaks is

needed to ensure that such predictions are as accurate as possible.

While existing diagnostics techniques, such as resistive bolometry,

can determine the integrated amount of power radiated, they have

very poor spatial resolution. The need for better spatial resolution

is especially critical in the steep gradient region of the H-mode

pedestal and near the X-point where shifts of a cm or a few mm

can dramatically alter the division of the cooling between closed

and open flux surfaces. 

The bulk of the tokamak impurity transport and radiation mod-

eling to date has been carried out via fluid plasma codes solving

the Braginskii equations [3–5] . While these do provide spatially re-

solved, and time dependent profiles of the impurity charge state

distributions and the associated radiation, they inherently miss the
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inetic and non-local neoclassical effects on ion transport that can

e dominant [6,7] in the steep pedestal region of H-mode plasmas.

The full- f , drift-kinetic, multi-species, particle-in-cell (PIC)

ransport code XGC0 [8] has been applied previously to examine

inetic and non-local neoclassical effects on the main ion plasma

7,8] , including self-consistently determined radial electric field and

heath potential to ensure ambipolarity, as well as neutral recy-

ling and ionization [9] . An acknowledged limitation of the work

eported in [7] is that the carbon impurity had a fixed charge ( 6+ )

nd the associated radiative cooling was not consistently deter-

ined. 

We describe here the extension of XGC0 to resolve the indi-

idual impurity charge states and to track the associated radia-

ion and electron cooling/heating, taking another step towards a

early first principles tool for fusion plasma simulation. General-

zed collisional radiative (GCR) rates are used for all atomic physics

rocesses [10,11] . Starting with input plasma profiles based on an

STX H-mode discharge, the deuterium ion and impurity species

re evolved in time towards neoclassical transport equilibrium, in-

luding a recycling source determined from consistent neutral deu-

erium and impurity density profiles. To facilitate comparison of

he spatial distribution of the radiated power with that obtained

rom coronal equilibrium (CE), the electron density and tempera-

ure profiles are held fixed throughout. 

Section 2 describes the implementation of impurity ionization

nd recombination into XGC0 and the associated assumptions.
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hat the resulting model is consistent with coronal equilibrium is

emonstrated in Section 3 . The effects of neoclassical phenomena

n the impurity charge state distribution and radiation profile are

etailed in Section 4 . Finally, in Section 5 , we summarize and dis-

uss related work planned for the future. 

. Implementation of multiple charge states in XGC0 

The XGC family of codes began with the five dimensional (three

pace, two velocity), full-f, drift-kinetic PIC code described in [8] .

hat code and all subsequent versions of XGC0 have at their core

 particle pushing algorithm that integrates the Hamiltonian equa-

ions of motion [8,12] in time for a set of marker particles repre-

enting the ion (and electron, when included) guiding centers. The

lgorithm is designed to work efficiently and accurately in a mag-

etic separatrix geometry based on a numerically specified equi-

ibrium, allowing plasma transport to be simulated from the mag-

etic axis to the material surfaces. A second critical component

f XGC0 is the temporal evolution of the radial electric field via

mpere’s law averaged over a closed flux surface [8] . The princi-

al effect of the electric field is to increase the energy thresholds

or X-loss [8,13,14] (small parallel velocity ions near the X-point 

hat ∇B drift across the separatrix into the divertor) and orbit loss

14,15] enough that the associated sinks of energetic main ions can

e offset by the inward pinch [16,17] of colder ions and impurities,

aintaining ambipolar plasma transport across the separatrix. 

XGC0 has many capabilities beyond these, some that will be

tilized in this work, some that will not. The specific ones used

ere, and the relevant physical phenomena are: 

• Particle push: introduces finite banana orbit width, 

• Radial electric field: gives rise to orbit squeezing, 

• Recycling: the impurity source replacing X- and orbit-, and

transport losses, 

• Fokker-Planck collisions: produce pitch angle scattering, inward

pinch, and other neoclassical effects. 

Improvements to XGC0 since the original version that we do

ot use in this work are: diffusive anomalous transport, logical

heath (provides a constant plasma potential in SOL) [7] and three-

imensional magnetic perturbations [18] . 

The variety of problems that can be studied with XGC0 has

een limited by the fixed charge state of the impurity species and

he relatively simple models available for describing impurity ra-

iation [19,20] . We relax these limitations by including the parti-

le charge state as an additional phase space parameter that can

ary in time; the code modifications required with this approach

re simpler than those associated with treating each charge state

s a distinct particle “species”. For low- Z elements, such as carbon

r neon, all charge states can be readily included in the simula-

ions. Treating high- Z species, e.g., molybdenum or tungsten, will

ikely require the use of “bundled” representations of the atom’s

lectronic structure [21] . Our implementation allows for this possi-

ility by specifying the charge states associated with each impurity

pecies with an array of arbitrary length. 

The temporal evolution of the particle charge states via elec-

ron impact ionization and recombination is effected by a Monte

arlo algorithm directly analogous to that used in simulating the

onization of neutral particles [8,9] . Generalized collisional radia-

ive rates (metastable unresolved) for these processes, as well as

he associated electron cooling and heating rates, have been ex-

racted from the ADAS database [10] and made accessible to XGC0

ia a new interface to the DEGAS 2 neutral transport code [22] de-

eloped expressly for this purpose. Since the electron density and

emperature profiles are held fixed in the present work, we defer

o a future publication a description of our approach to incorpo-
ating the effects of ionization and recombination on the electron

opulation. 

Note that XGC0, like most transport codes, works internally

ith the rate at which electrons lose or gain energy as impuri-

ies are being ionized and recombined. To show how this relates

o the more experimentally relevant radiated power, we first write

he equivalent expression for the local time rate of change of the

ensity of impurity charge state q , ignoring collisions, transport,

tc.: 

∂n q 

∂t 
= −n q n e S q + n q +1 n e R q +1 + n q −1 n e S q −1 − n q n e R q + Q q , (1)

ith q = 1 → Z; S 0 is the rate at which neutral impurities are ion-

zed, and R Z+1 = S Z = 0 . The S q and R q are the GCR rates, “SCD”

nd “ACD” in ADAS nomenclature, respectively. The “source” term

 q represents the sinks due to X-, orbit-, and transport losses. The

orresponding equations for neutral species is 

 0 n e S 0 = n 1 n e R 1 + Q 0 , (2)

ince the neutral transport model assumes steady state; Q 0 repre-

ents the recycling source. 

In terms of these quantities, the electron cooling power associ-

ted with charge state q is then 

 cool ,q = E ion ,q (n q n e S q − n q +1 n e R q +1 ) + n q n e P ion ,q + n q +1 n e P rec ,q +1 , 

(3) 

here q = 1 → Z − 1 (losses associated with neutral ionization are

ot tallied here; these will be estimated), and E ion, q is the energy

equired to ionize the + q ion. P ion, q (“PLT” in ADAS) and P rec ,q +1 

“PRB’) are the total rates of line emission associated with ioniza-

ion and recombination, respectively, between charge states q and

 + 1 . Eq. (3) is equivalent to Eq. (27) of [11] , although demonstrat-

ng the correspondence requires some manipulation of terms. The

orresponding expression for the radiated power is: 

 rad ,q = n q n e P ion ,q + n q +1 n e P rec ,q +1 . (4)

n CE, n q /n q +1 = R q +1 /S q ⇒ P cool ,q = P rad ,q . Away from CE, e.g., if

 n q / ∂ t � = 0 and / or Q q � = 0, this may not be true. Apart from the

arliest time steps of the run described in Section 3 , all of the data

ave ∂ n q / ∂ t and Q q small enough that the two quantities are quali-

atively similar. Consequently, we treat the terms “electron cooling”

nd “radiated power” as interchangeable. Namely, the plots below

ctually depict the electron cooling compiled by the code, but we

ill refer to it as the radiated power. 

Related quantities include the total impurity density, n I =
 Z 
q =1 n q , total “radiated” power: 

 rad ≡
Z−1 ∑ 

q =1 

P cool ,q , (5) 

nd, as in [23–25] , the effective “radiated” power per electron and

mpurity ion: 

 rad ≡ P cool / (n e n I ) . (6)

The electron densities and temperatures required to evaluate

he GCR rates are compiled on a 2-D mesh that, on closed flux

urfaces, coincides with that used by the linear Fokker-Planck colli-

ion operator. For all simulations described here, this mesh (Fig. 1)

onsists of 50 cells spaced uniformly in poloidal flux between

 n ≡ ψ/ψ sep = 0 . 4 and the separatrix, and four divisions uniform

n poloidal angle, with the first centered about the outboard mid-

lane. The SOL regions above and below the X-point are repre-

ented by five cells each, up to ψ n = 1 . 05 . The entirety of the lower

rivate flux region (PFR) is incorporated into one additional cell.

ll relevant output data are compiled on this same mesh, although

he results shown here have been reduced to one dimension by
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Fig. 1. Mesh used for compiling the electron densities and temperatures required 

to evaluate the GCR rates, as well as for the output data. The closed flux surface 

portion of the mesh is also used by the Fokker–Planck collision operator. The colors 

depicted have been chosen solely to allow the mesh cells to be distinguished and 

do not represent any physical quantity. 
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poloidal averaging. As with previous XGC0 applications [7,9,26] ,

our emphasis will be on phenomena in the confined plasma, with

relatively simple models of open field line behavior to facilitate the

specification of boundary conditions. More detailed treatment of

SOL and PFR physics awaits the development of similar impurity

transport capabilities in the XGCa code [27,28] . 

The source of impurity ions in previous XGC0 versions was as-

sumed proportional to the source of (main) deuterium ions aris-

ing from the ionization of the atoms generated by recycling [7] .

The neutral density profile used for this purpose is the result of

a separate kinetic, Monte Carlo calculation performed on a fluid

plasma background. The spatial variation of the neutral source for

that process is taken to be proportional to flux of ions lost to the

walls and divertor. Here, we extend this model by compiling sep-

arate neutral atom density profiles for each impurity species and

then use them to determine the 1+ ion particle source via the

ADAS neutral ionization rate and the same Monte Carlo collision

algorithm used for deuterium. 

Presently, the poloidal distribution of the impurity neutral

source is equal to that of the deuterium neutrals. As in the deu-

terium neutral transport model, the neutral source for all impu-

rity species is characterized by a specified recycling rate, 99% here,

and a 3 eV thermal energy distribution. These assumptions have

been made in the interest of simplicity. We do expect the results

to be sensitive to those particular values since the recycling coeffi-

cient determines the magnitude of the neutral source and since the
enetration depth scales with the square root of the birth energy.

nly ionization (no charge exchange) is considered in the interac-

ions of the neutral impurity atoms with the plasma. DEGAS 2 will

ltimately be used to provide a more realistic characterization of

he impurity source, e.g., via sputtering and neutral-plasma inter-

ctions, as well as recombination from the singly charged state. 

XGC0 impurity simulations utilize a linear Fokker–Planck colli-

ion operator that explicitly conserves mass, momentum, and en-

rgy. The outermost loop of the collision operation is over species;

ach serves as a “background” for a standard Monte Carlo collision

peration [29] for all other “test” species, including self-collisions.

o generalize the procedure for multiple charge states, inner loops

ver charge states have been added to both loops over “back-

round” and “test” species. The energy and momentum exchanged

n the Monte Carlo collisions is tabulated as a function of space, as

ell as the “test” species and charge state. In the second stage of

he linearized collision process, the “restoring” force of the Monte

arlo collisions on the background particles is applied using ex-

ressions in [30] . A third stage enforces particle, momentum, and

nergy conservation via a technique similar to that of [31] . 

If the density of a particular “background” charge state is zero

n a mesh cell or if there are too few particles ( < 100) to accu-

ately compute a temperature, the collision operations in that cell

re bypassed completely for that charge state. Additional numeri-

al difficulties may arise for low, but non-zero, background density

tates. As a first step towards their mitigation, the global energy

xchange in the Monte Carlo collisions is summed over test species

nd compared with the corresponding sum for the D 

+ background.

f the ratio is < 1%, the second and third stages of the collision

outine are bypassed. In practice, the routine is not entirely robust,

nd its conservation properties are poorer than its operation with

xed charge state impurities. The resulting error in a simulation is

uantified below. Continued refinements in the model and its ver-

fication via conservation and equilibration tests [27] will be dis-

ussed in a subsequent publication. 

. Approach to coronal equilibrium 

To verify the ionization-recombination model and to provide a

tarting point for quantifying the effects of neoclassical phenom-

na, we demonstrate the approach to coronal equilibrium start-

ng from singly charged carbon ions. Note that the code possesses

o method for initializing the simulation with only neutral impu-

ity atoms. To make contact with standard references on the topic,

.g., [23–25] , we disable all physical processes in the code apart

rom ionization and recombination; the simulation particles are not

oving. The particular ADAS files used are from the “96” set and

re dated November 4, 1999. 

The magnetic equilibrium input to XGC0 is from the NSTX ELMy

-mode shot 139047 at 580 ms. The electron and carbon density

nd temperature profiles in Fig. 2 are similar to those obtained

rom the diagnostic output from this shot during the last half of

he ELM cycle, as depicted and analyzed in [32] ; note, though, that

o initial toroidal rotation is specified for our simulations. Again,

he electron density and temperature profiles are held fixed to al-

ow the effects of neoclassical phenomena on the impurity ions to

e elucidated. A deuterium density profile is computed from the

lectron and carbon density profiles via quasi-neutrality; the in-

ut deuterium temperature is assumed to the same as that of car-

on. The initial particle positions, velocities, and weights for both

on species are sampled from their respective profiles [7] . The deu-

erium and carbon moments are computed and output periodically

s the simulation evolves in time. 

This simulation is run in three parts, with the time step in-

reasing a factor of ten with each restart; the total time elapsed

s 22 ms. The L values are computed as integrals over each ra-
rad 
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Fig. 2. The temperature (right axis) and density (left axis) profiles for electrons 

(solid curves) and carbon (initial; dashed curves) input to XGC0 are based on NSTX 

ELMy H-mode discharge 139047 at 580 ms [32] . The initial deuterium density is 

computed via quasi-neutrality. The electron profiles are held fixed while all others 

evolve in time. 
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ial zone and then plotted as a function of the average T e in that

one ( Fig. 3 (a)); the curves are labeled by the total elapsed time.

his situation is not directly analogous to those in [23,24] since n e 
aries with T e across our simulation’s radial profile. Nonetheless,

he simulated curves converge towards the CE, computed directly

rom the ADAS rates, at roughly the same pace as in [24] . The final

harge state distribution, Fig. 3 (b), also compares well with that of

E. 

. Neoclassical effects on radiation profile 

The simulations discussed in this section either begin with the

ear-equilibrium state obtained above or with a CE charge state

istribution computed directly from the ADAS rates; the results of

he two approaches are similar. 

We first enable the ion particle push to assess the effect of or-

it width on L rad . Carbon ion orbits in the steep gradient region

ave widths on the order of �ψ/ψ sep = 0 . 02 , comparable to the
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n that zone, resulting in curves analogous to those in [23–25] . The “CE” curve is compute

urves represent different times during the run. Note that the lowest (highest) T e , the ou

10 19 m 

−3 ). (b) The final ( t = 22 ms) fractional charge state densities (solid) are compar

 1 /n I < 10 −7 . (For interpretation of the references to colour in this figure legend, the read
lectron density and temperature gradient scale lengths. These or-

it widths are reduced by the “orbit squeezing” [8] associated with

he radial electric field. 

The effect of non-zero orbit width is incorporated into the ini-

ial coronal equilibrium since the ion starting positions are sam-

led at all points along the orbits. The orbital periods in the steep

radient region are on the order of 10 −4 s, much shorter than the

elevant recombination ( ∼10 −2 s) and ionization ( > 10 −3 s) times.

onsequently, the variations in density and temperature average

ut to some degree, and we would not expect the charge state dis-

ribution to deviate significantly from CE. 

The initial state of this simulation has no electric field so that

rbit squeezing does not take effect until the radial electric field

as been established. This squeezing not only reduces the orbit

idths, but also rapidly shifts them inward, on average, to higher

 e , T e surfaces and, thus, pushes them out of CE. The relative in-

reases in the C 

4 + and C 

5 + fractions result in enhanced L rad around

 e � 200 eV ( ψ n � 0.93) early in the simulation ( t = 1 . 4 × 10 −4 s;

ashed blue curve in Fig. 4 (a)). The charge state distribution even-

ually adjusts to the shift, and the effective L rad decays towards the

E result ( t = 4 . 6 × 10 −3 s; solid blue curve). 

We next incorporate a source of impurities, the aforementioned

9% recycling rate that replaces the ions lost to the walls by X-,

rbit-, and transport loss. The initial impact of the resulting influx

f low charge state ions [dashed green curve in Fig. 4 (a)] is large,

ith significant increases in L rad for T e < 200 eV. However, the

ecycled ions are too low in energy to enter the loss cone so that

his effect also decays for T e ≥ 30 eV, and L rad again approaches

he CE value (solid green curve). The elevated values below 30 eV

epresent ongoing recycling in the SOL. 

The inclusion of collisions via the linearized Fokker–Planck op-

rator introduces pitch angle scattering of the carbon ions off of

euterium and other carbon ions, moving some ions from confined

o loss orbits and resulting in a nearly steady state enhancement

f the radiation at lower electron temperatures (orange curves in

ig. 4 (a)). Note that anomalous transport, which will be included in

ischarge-specific simulations (as in [7] ), provides another mecha-

ism for moving ions onto loss orbits. By the later time, the neo-

lassical inward pinch has boosted the population of C 

4 + and C 

5 + 

n the core region of the simulation, increasing the effective L rad 

or T e > 250 eV (solid orange curve in Fig. 4 (a)). That the inward

inch now carries a non-trivial distribution of carbon charge states

epresents an improvement in the determination of the radial ion
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Fig. 5. Radial profiles of the integrated radiation density as function of the nor- 

malized poloidal flux for the equilibrium (red) and neoclassical (green) cases in the 

runs with carbon (solid) and neon (dashed) impurity. These profiles represent the 

contribution to the total radiation made by each radial cell in the mesh ( �P ) di- 

vided by its volume ( �V ). The T e profile (blue) from Fig. 2 is included for reference. 

(For interpretation of the references to colour in this figure legend, the reader is 

referred to the web version of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Relative contributions to the radiated power associated with ionization and 

recombination between the indicated carbon charge states at a given radial flux 

surface as a function of T e there. The dashed curves (“CE”) represent the equilibrium 

state shown in Fig. 3 . The solid curves (“Neoclassical”) are based on t = 5 ms in the 

“full physics” simulation. The maximum value of the fractional power from the 1 ↔ 2 

(2 ↔ 3) CE system is 3 . 8 × 10 −6 ( 7 . 9 × 10 −3 ); these curves are not shown. 
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current and thus in the radial electric field calculation relative to

that of previous XGC0 versions. 

The numerical problems with the Fokker–Planck collision rou-

tine referred to in Section 2 result in a 2% gain in the total car-

bon population over the 50,0 0 0 steps of the simulation, a deviation

too small to impact our conclusions. An analogous simulation with

fixed ( +6 ) charge state carbon ions yields essentially the same final

density, flow velocity, and temperature profiles. 

Incorporating neoclassical phenomena into the simulation re-

sults in a 36% increase in the radiated power relative over that of

CE (0.24 MW and 0.18 MW, respectively). The bulk of this change

arises for ψ n < 0.9 even though the enhancements in L rad are

greater at lower temperatures simply because the densities are

much lower outside the pedestal, as can be seen in a plot of the

radiation density, n e n C L rad , in Fig. 5 . This figure depicts the same

trend as in Fig. 4 (a), but reflects the weighting by the densities. 
The radiated power profile broken down by charge state as in

q. (3) is compared with the CE result in Fig. 6 . The neoclassical

ffects result in inward shifts of the contributions from 3 ↔ 4 on

p. Note that on this scale, the CE 1 ↔ 2 and 2 ↔ 3 components are

ssentially zero and are not shown. In the non-equilibrium sim-

lation, X- and orbit loss and the compensating recycling source

ause them to no longer be negligible. We estimate the losses asso-

iated with neutral ionization to be only ∼50 W in this simulation.

he absolute power associated with each charge state at a given T e 
s only quantitatively different in the two situations. However, the

atios of the powers in two charge states, more readily measured

pectroscopically, change dramatically. This result provides an ef-

ective basis for identifying the presence of these phenomena in

xperimental data. 
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Fig. 7. Relative contributions to the radiated power associated with ionization and 

recombination between the indicated neon charge state at a given radial flux sur- 

face as a function of T e there. The dashed curves (“CE”) represent the equilibrium 

state. The solid curves (“Neoclassical”) are based on t = 5 ms in the “full physics”

simulation. The maximum value of the fractional power radiated by the 1 ↔ 2 sys- 

tem is 2 . 7 × 10 −5 for CE and 0.020 for the neoclassical run. For the 2 ↔ 3 CE system, 

the maximum fractional radiated power is 1 . 4 × 10 −2 . These three systems are not 

shown in the plot. 
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We have performed an analogous simulation with neon impu-

ity for comparison. The initial density was set to half of the car-

on density in Fig. 2 , and an initial CE charge state distribution

as used. The ADAS “96” files were dated June 11, 2014. As with

arbon, the effective L rad diverges from CE very early in the simula-

ion, but not for T e < 30 eV or T e > 300 eV ( t = 0 . 2 ms; dashed or-

nge curve in Fig. 4 (b)). As the calculation progresses, and the neon

ons are pinched in, L rad is enhanced by almost a factor of two

n the core of the simulation. Again due to the weighting by the

ensities, this increase carries over into the total radiated power,

hich is 65% larger than the CE value (1.58 MW vs. 0.95 MW), and

nto the radiation density, Fig. 5 . The shifts in the individual charge

tate contributions, Fig. 7 are reminiscent of those seen for car-

on. The losses due to neutral neon ionization are estimated to be

10 W, again negligibly small. 

. Conclusions 

We have described the incorporation of impurity ionization and

ecombination into the drift-kinetic transport code XGC0. We ran

his code with an NSTX H-mode plasma to illustrate the effects

f neoclassical phenomena, including orbit squeezing, ion X- and

rbit loss, neutral recycling, and inward pinch, on the impurity

harge state distributions and radiation profile. The principal re-

ult for a carbon impurity is an increase in the effective radiation

er electron and ion, L rad , for virtually all electron temperatures

n the simulated plasma. The enhancement for T e > 250 eV asso-

iated with the inward pinch acting on C 

4 + and C 

5 + ions results

n a 36% increase in total radiated power relative to the value ob-

ained with a coronal equilibrium charge state distribution. The ra-

ios of the power radiated by two charge states at a given electron
emperature are even more strongly impacted by these effects. An

nalogous simulation with neon impurity yields qualitatively simi-

ar effects. 

XGC0 simulations including kinetic electrons, and the effects

f impurity radiation on their energy balance, are currently under-

ay and will be reported in a future publication. The inclusion of

iffusive anomalous transport and core particle, momentum, and

nergy sources will permit detailed modeling of individual exper-

mental discharges, as in [7] . The next principal improvement to

he model is the replacement of the XGC0 neutral transport model

ith DEGAS 2, a straightforward extension of the method de-

cribed in [9] . This will provide improved spatial resolution along

ux surfaces, allow the incorporation of other atomic physics pro-

esses, e.g., charge exchange of carbon ions with neutral hydrogen,

nd permit the use of more realistic plasma-material interactions

nd sputtering sources. 
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