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Abstract
A new extensive validation study performed for a modest-beta National Spherical Torus eXperiment
(NSTX) neutral beam injection-heated H-mode discharge predicts that electron thermal transport can
be entirely explained by short-wavelength electron-scale turbulence fluctuations driven by the electron
temperature gradient mode (ETG), both in conditions of strong and weak ETG turbulence drive.
Quantitative comparisons between high-k fluctuation measurements (Smith et al 2008 Rev. Sci.
Instrum. 79 123501) and simulations are performed via a novel synthetic high-k diagnostic.
Computationally intensive electron-scale simulations featuring an unusually large domain (Lr, Lθ)∼
(20, 20)ρs are shown to be required for accurate deployment of the synthetic diagnostic. Ion thermal
transport is shown to be close to neoclassical levels, consistent with stable ion-scale turbulence
simulations conducted with the GYRO code (Candy and Waltz 2003 J. Comput. Phys. 186 545).
Electron-scale GYRO simulations are shown to match the thermal power-balance estimates from
TRANSP. The frequency spectra characteristics of electron-scale turbulence (spectral peak and width)
can be consistently reproduced by the synthetic spectra, but these reveal not to be a critical constraint
on the simulation model. The shape of the high-k wavenumber spectrum and the fluctuation level ratio
between the strong and weak ETG conditions can also be simultaneously matched by electron-scale
simulations within sensitivity scans about the experimental profile values, and result to be great
discriminators of the turbulence models analyzed. Together, electron thermal power comparisons and
quantitative agreement of electron-scale turbulence spectra give strong evidence supporting electron-
scale ETG fluctuations as the main mechanism driving anomalous electron thermal transport in the
two outer-core conditions of the modest-beta NSTX H-mode analyzed.

Keywords: validation, high-k scattering, electron-scale turbulence, synthetic diagnostic,
gyrokinetic simulation
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1. Introduction

Understanding electron thermal transport is a main priority for
spherical tokamaks (STs), where energy losses have been
dominated by the electron channel [1, 2]. Good electron
energy confinement will be fundamental towards achieving
good fusion performance in ITER and future FNSF power
plants based on the ST concept [3, 4]. The National Spherical
Torus eXperiment (NSTX [5]) and the Mega Ampere Sphe-
rical Tokamak (MAST [6]) can both reach unique plasma
parameter regimes with high levels of E×B flow-shear
driven by the neutral beams, which added to the high beta and
enhanced toroidicity are capable of stabilizing ion-scale
instabilities such as the ITG. Consistently, ion heat flux
estimates have been observed to be close to the irreducible
minimum given by neoclassical theory in NSTX [7–9] and
MAST [10]. In these conditions the energy confinement time
τE can be assumed to be directly determined by the electron
thermal transport. Both machines have reported an empirical
energy confinement time scaling inversely proportional with
collisionality BτE∼1/ν [7, 10], resulting highly favorable
for the reduced collisionality regimes of future fusion reac-
tors, and one of the strong reasons to pursue the ST path to
fusion energy. Elucidating what mechanisms might be
responsible for the dominant electron thermal losses, and
under what conditions, is essential for understanding and
predicting core performance of future fusion devices, both in
STs and conventional tokamaks, and is part of the scope of
this work.

There is ample evidence in the literature [1, 2, 11, 12]
supporting electron temperature gradient (ETG) driven tur-
bulence as one of the major mechanisms responsible for
anomalous electron thermal transport in NSTX, depending on
the parametric regime of operation. To study ETG turbulence
fluctuations, a 280 GHz microwave scattering system (the
high-k scattering system) was implemented on NSTX [13] to
detect density fluctuations from high-k turbulence. With the
goal of performing direct comparisons to high-k turbulence
fluctuations, a synthetic diagnostic for high-k scattering was
previously implemented [14] using the GTS code [15]. This
work provided initial quantitative comparisons of electron-
scale frequency spectra with synthetically generated turbu-
lence. However the authors reported on uncertainties and
systematic errors affecting the computation of the synthetic
spectra. Consequently, quantitative agreement between the
experimental and synthetic frequency and wavenumber
spectra could not be obtained.

This paper focuses on a previously analyzed NSTX
neutral beam injection (NBI)-heated H-mode discharge [16].
Nonlinear simulations carried out with the GYRO code [17]
for this discharge suggested that ETG could produce
experimentally relevant electron thermal transport levels

~P P 30%e e
sim exp in conditions of strongly driven ETG tur-

bulence, underpredicting the experimental values. When ETG
turbulence was weakly driven, both ion and electron scale
turbulence were predicted to be suppressed by GYRO, pro-
ducing negligible electron thermal transport: an unsatisfying

situation. In an attempt to understand the origins of electron
thermal transport, we perform a systematic validation study of
nonlinear gyrokinetics spanning ion and electron-scale turbu-
lence by combining transport estimates along with direct com-
parisons of the frequency and wavenumber spectra from high-k
turbulence. Using appropriate validation metrics, the compar-
isons performed in this work will guide the selection of the
simulations that exhibit closest fidelity to the experimental
constraints, implying the closest representation of reality.

The rest of this article will proceed as follows: in
section 2 we will describe the background plasma conditions
and we will introduce the main micro-instabilities present at
ion and electron-scales. In section 3 we will describe the
nonlinear gyrokinetic simulation setup used for comparisons
against experimental heat fluxes and turbulence spectra. In
section 4 we will introduce the validation workflow per-
formed in this study, that combines direct comparisons at
three different levels in the validation hierarchy (thermal
power, wavenumber spectra and frequency spectra). In
section 5 we will focus on electron thermal power compar-
isons Pe [MW] originating from turbulence both at ion and
electron-scales ( rq -k 1s and rq .k 1s respectively). In
section 6 we will compare the measured frequency and
wavenumber spectra of high-k turbulence with synthetically
generated turbulence spectra by the GYRO code. The
synthetic comparisons will set strict constraints on the tur-
bulence model and will allow us to discriminate between
those that best describe the measured features of interest in
the underlying turbulence. In sections 7 and 8 we will discuss
the main findings emanating from this extensive validation
effort of nonlinear gyrokinetics for an NSTX H-mode plasma
and possible avenues of future work.

2. Description of plasma conditions

NSTX H-mode plasma discharge 141767 was chosen for this
study [16]. This discharge featured 2 MW of NBI heating in the
time span of interest, producing toroidal rotation levels with
characteristic Mach numberM≈ 0.2, an relatively constant levels
of line-integrated electron density (á ñ ~ ´n 6 10e

15 cm−2) and
toroidal magnetic field (Bt∼0.5 T). MHD activity is shown to
be quite low (details can be found in [16]). Figure 1(a) displays
the plasma current Ip [MW] corresponding to this plasma dis-
charge, where the flat-top phase is achieved after 0.3 s, settling at
Ip∼1.1MA. At t≈0.4 s a controlled current ramp-down takes
place for about 50 ms, setting a lower plasma current in a new
steady phase of Ip∼0.9 MA. Our validation study will focus on
two distinct plasma conditions: before the current ramp-down at
t= 398 ms will be the strong ETG drive condition (blue),
corresponding to strong high-k turbulence levels; after the current
ramp-down phase at t= 565 ms will be the weak ETG drive
condition (green), corresponding to weak high-k fluctuation
levels detected by the high-k scattering system [13].

Figure 1(b) shows the radial profiles of the background
electron temperature Te and density ne measured using the
Multi Point Thomson Scattering system (MPTS [18]), and the
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ion temperature Ti measured using the Charge Exchange
Recombination Spectroscopy sytem (CHERS [19]), corresp-
onding to the strong and weak ETG drive conditions. High-k
scattering data from 3 channels is available in the neighbor-
hood of major radius R≈135 cm (r/a≈0.7), delimited by
the gray shaded region, and will be the main region of interest
in this work. The equilibrium electron density gradient dis-
plays a large change at the scattering region between the two
conditions, changing by a factor of 4 between the two times
(a/Ln≡−a/n∇n≈1 for the strong ETG case to a/Ln≈4
for the weak ETG case). As was reported in [16], this large
increase in the background electron density gradient was
correlated with reduced levels of high-k fluctuation amplitude
detected by the high-k scattering system, consistent with the
stabilization of ETG by density gradient reported in [12, 20].

The high-k scattering system had 3 operational channels
at each time of interest, each sensitive to turbulence wave-
numbers k

G
in the range (kx, kz)≈(1100–1900, 200–400)

m−1, or in normalized values (kxρs, kzρs)≈(7–13, 1.5–3) for
the strong ETG condition. Here ρs=cs/Ωc,i is the ion sound
gyro-radius evaluated at the ion sound speed =c T ms e i
and the ion gyro-frequency W = eB mc i i, . In this work we
denote kx the wavenumber component along the major radius
R, and kz is component in the vertical direction. The wave-
number component in the toroidal direction kj was not used

in this work due to the implementation of a 2D synthetic
diagnostic (more details in section 7). For the weak ETG
condition, (kx, kz)≈(1500–2600, 150–300) m−1, or equiva-
lently (kxρs, kzρs)≈(10–18, 1–2) (the normalization by the
ion sound gyro-radius ρs≈0.7 cm used TRANSP [21] local
values of Te∼0.4 keV and magnetic field Bt∼0.5 T). These
wavenumber components are computed independently for
each measurement channel of the diagnostic via ray tracing
calculations, following the propagation of a single ray mod-
eling the microwave beam propagation in the plasma.
Synthetic turbulence spectra will be computed by filtering
GYRO-simulated turbulence fluctuations around the mea-
surement wavenumbers by each diagnostic channel, as will be
shown in sections 4 and 6.

Figure 2 shows the frequency and wavenumber power
spectrum of high-k fluctuations detected by the high-k system
for the strong and weak ETG conditions. The frequency
spectrum in figure 2(a) is computed from the frequency
analyzed density fluctuation signal of channel 1, and used to
compute the spectral density S( f ). Both spectra exhibit a
strong spectral peak at f=0 kHz owing to spurious reflec-
tions from the incident microwave beam, resulting in a
diagnostic artifact that pollutes the high-k signal. The turbu-
lence spectral power feature is at negative frequency ( f∼−1
MHz), and is about an order of magnitude higher for the
strong ETG condition with respect to the weak ETG condition
(also noticeable from the wavenumber spectrum in
figure 2(b)). The changes in frequency fluctuation power
between the strong and weak ETG are due to changes in the
turbulence spectrum, but also due to a different wavenumber
measurement range for channel 1, as can be seen in (b). The
wavenumber spectrum is indicative of the total fluctuation
power from each wavenumber detected by the high-k system,
encoded in the wavenumber spectral density S(k). In (b) are
plotted channels 1, 2 and 3, channel 1 corresponding to the
highest-k value and channel 3 to the lowest-k. The frequency
and wavenumber spectra are plotted in arbitrary units due to
lack of absolute calibration. More analysis details are given in
section 4.

With respect to transport, experimental power balance
estimates were computed via TRANSP calculations [21]. A
total electron thermal power of Pe≈1.48±0.33 MW was
obtained for the strong ETG condition, and Pe≈1.02±0.23
MW for the weak ETG condition (the±sign denotes the 1–σ
error bar computed via error propagation analysis). As was
discussed in detail in [16], the reduction of ETG fluctuations
at the weak ETG time (green in figure 2) was correlated with
decreased electron thermal power levels. For reference, ion
thermal power Pi∼0.5 – 0.6 MW for both conditions,
compatible with neoclassical levels predicted by NEO [22]
within uncertainty.

Linear stability analysis for the full multiscale spectrum
kθρsò [0.1, 100] was performed with the gyrokinetic code
GYRO in order to understand the main instabilities present for
each plasma condition. Experimental profiles taken from
TRANSP output were used as input in for the simulations
performed at the scattering location (r/a∼0.7). Low-k modes
were modeled by the drift-kinetic electron approximation,

Figure 1. (a) Plasma current time trace for NSTX shot 141767. The
Strong ETG drive time (blue, t=398ms) takes place during the
flat-top phase right before the start of the controlled current ramp-
down. The Weak ETG drive time (green, t=565ms) takes place
after the current ramp-down during a different flat-top period. (b)
Radial profiles of electron temperature Te, electron density ne and ion
temperature Ti corresponding to the strong and weak ETG drive
times. High-k scattering fluctuation data is available at the gray
shaded region (R≈135 cm, r/a≈0.7).
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which was shown to agree with the fully gyrokinetic electron
approximation up to wavenumber values kθρs∼ 5 (not shown),
well beyond the expected applicability region and providing
confidence in the computed linear growth rates.

The real frequency ωr and linear growth rate γ for the
strong ETG plasma condition are shown in figures 3(a) and
(b). At ion-scales, the dominant instability is a ballooning-
parity mode propagating in the ion diamagnetic drift direction
(ωr<0) and exhibiting a peak linear growth rate at
kθρs≈0.3. A zoomed snapshot of the instability at low-k
(figure 3(b)) shows that the maximum linear growth rate is
smaller than the local E×B shearing rate for all poloidal
wavenumbers kθρs<1, suggesting that the linear instability

at ion-scales might be suppressed in this condition [23]. At
electron-scales, the dominant linear instability is an electron
directed ETG mode (ωr>0), exhibiting much higher linear
growth rates peaking at kθρs≈20. This linear gyrokinetic
analysis suggests that the ETG mode is a potential candidate
to nonlinearly drive experimentally relevant values of electron
thermal transport.

Linear stability analysis for the weak ETG condition
(figure 4) exhibits an electron directed, tearing parity micro-
tearing mode at low-k (kθρs<0.1), transitioning to an elec-
tron directed trapped electron mode peaking at kθρs≈ 0.4–0.5
and enhanced by electromagnetic effects. A range of low-k
wavenumbers exhibit linear growth rate values that surpass

Figure 2. (a) Spectral density S( f ), or equivalently the frequency power spectrum of electron-scale turbulence fluctuations detected by
channel 1 of the high-k scattering system. (b) Wavenumber spectrum of fluctuations indicative of the total spectral power S(k) from each
high-k diagnostic channel. Here k⊥is defined as the perpendicular component of +k

G
to the background magnetic field. The strong ETG

condition is shown in blue while the weak ETG condition is shown in green. Since the high-k diagnostic is not absolutely calibrated, spectra
are shown in arbitrary units.

Figure 3. GYRO linear simulation output at strong ETG conditions. (a) Real frequency ωr of instability propagates marginally in the ion
direction at low-k (kθρs1), and electron directed for kθρs1. (b) Linear growth rate γ of instability. Zooming on the low-k part of the
spectrum shows the E×B shearing rate γE according to the Waltz–Miller definition [23] is greater than the E×B shearing rate, suggesting
the ion-scale instability might be suppressed in this condition (Waltz’ rule).
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the local E×B shearing rate (gray band in figure 4(b))
suggesting the ion-scale instability might survive the stabili-
zation by E×B shear and drive significant electron heat flux.
The ETG peak linear growth rate occurring at kθρs≈100
suggests the weak ETG condition may drive less electron heat
flux than the strong ETG case.

3. Nonlinear gyrokinetic simulation setup

Three different types of nonlinear gyrokinetic simulations are
discussed in this study: ion-scale gyrokinetic simulation span-
ning only ion-scale turbulence (kθρs1); electron-scale gyro-
kinetic simulation featuring a conventional domain resolving the
ETG mode ((Lr, Lθ)=(4.5, 4)ρs); electron-scale simulation with
an unusually large simulation domain ((Lr, Lθ)=(20, 20.6)ρs).
The ‘big-box’ electron scale simulation was run merely for
accurate overlap with the high-k measurement wavenumbers via
a synthetic high-k diagnostic, and only accurately resolves the
electron-scale turbulence spectrum. The three simulation types
will be used to compare turbulence fluxes with TRANSP power
balance estimates, but only ‘big-box’ electron-scale simulation
will prove satisfactory for direct high-k turbulence comparisons.

3.1. Physics parameters and numerical resolution

Ion-scale simulations model electrons with the drift-kinetic
equation, deuterium ions and carbon impurity with the gyro-
kinetic equation. Standard and ‘big-box’ electron-scale simu-
lations model all 3 species gyrokinetically. All simulations
were performed at the local scattering location r/a∼0.7,
including electron collisions with electron-ion collision fre-
quency n p= L »n Z e T m4 log 2 1ei e e e

2 4 3 2 1 2( ) acs (via a
pitch-angle scattering Lorentz operator). In spite of the

relatively low value of the local electron beta βe≈0.003, fully
electromagnetic fluctuations (df d dA B, ,∣∣ ∣∣) were kept (βe uses
the internal Bunit definition in GYRO [17]; normalization with
respect to the local magnetic field at the outboard midplane
results in βe∼3%–4%). Simulations include background
toroidal flow and flow shear (M∼0.2, perpendicular flow
shear γE∼0.1–0.2, parallel flow shear γp∼1), but not a fast
ion population due to the small fast ion pressure with respect to
the electron pressure (10%). Additional details on the physics
parameters input in the nonlinear GYRO simulations can be
found in table A1 (appendix A).

With respect to numerical resolution parameters, linear
background profiles were simulated employing nonperiodic
boundary conditions in the radial direction, implemented in
GYRO via buffer damping regions of radial width

rD ~ -8 1 2 3b s respectively for ion-scale/electron-scale/
‘big-box’ electron-scale simulation. Parallel resolution
employed 14 poloidal grid points (×2 signs of parallel
velocity), 12 energies and 12 pitch-angles (6 passing + 6
trapped). This choice of numerical grids was made according
to previous convergence and accuracy tests for the GYRO
code simulating micro-instabilities in the core of NSTX
[1, 11], and was also tested for convergence for the present
conditions (figures B1, B2 and B3 in appendix B).

3.2. Radial and poloidal wavenumber resolution

The radial and poloidal wavenumber resolution of the non-
linear simulations presented is of crucial importance in order to
accurately resolve the wavenumbers measured by the high-k
system. Ion-scale simulation resolves radial and poloidal
wavenumbers characteristic of ion-scale instabilities krρsò
[0.08, 4] and kθρsò [0.08, 1.1]. Standard electron-scale simu-
lation resolves only electron-scale turbulence wavenumbers

Figure 4. GYRO linear simulation output at weak ETG conditions for the base case (using experimental profile parameters as input). (a) Real
frequency ωr of instability propagates in the electron direction at low-k and electron-directed at high-k (kθρs10–30). Note the ion directed
mode for 1kθρs30 transitions to the electron direction for kθρs30. (b) Linear growth rate γ of instability. Zooming on the low-k part
of the spectrum shows the E×B shearing rate γE according to the Waltz–Miller definition [23] is greater than the linear growth rate at all
wavenumbers. Note how the linear growth rate at ion-scales is greater than γE for the most unstable modes, suggesting ion-scaled turbulence
might not be fully suppressed in this condition.
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r - -�k 1, 30 50r s [ ] and kθρsò [1.5, 65–85] depending on the
plasma condition. ‘Big-box’ electron-scale simulation only
accurately resolves electron-scale turbulence, but includes
modes characteristic of low-k instabilities, krρsò [0.3, 40] and
kθρsò [0.3, 65–88] depending on the plasma condition. Figure 5
displays the radial and poloidal wavenumber simulation grid
from a standard electron-scale simulation (left) and a ‘big-box’

electron-scale simulation (right), along with typical wave-
numbers detected by channels 1, 2 and 3 of the high-k scat-
tering system. The black dots denote the dominant
wavenumber detected by each channel, while the ellipses
indicate the wavenumber resolution (1/e amplitude of the
effective wavenumber filter). Ideally, one would want to
simulate several radial and poloidal wavenumbers inside each

Figure 5. (kr, kθ) simulation grid for electron-scale (left) and ‘big-box’ electron-scale scale simulation (right) along with the measurement
range of channel 1, 2 and 3 of the old NSTX high-k scattering system [13]. The ellipses denote the wavenumber resolution of each diagnostic
channel (the wavenumber measurement range). Simulation wavenumbers inside the ellipses will effectively contribute to the synthetic signal.
(a) Electron-scale simulation does not well resolve the measurement wavenumbers from the high-k diagnostic due to a coarse (kx, kθ)-grid.
(b) ‘big-box’ electron-scale scale simulation is needed to accurately resolve the measurement wavenumbers from the old high-k scattering
diagnostic. By resolving more (kx, kθ)-modes than a standard electron-scale simulation, ‘big-box’ electron-scale simulation has a bigger radial
and poloidal simulation box, effectively resolving some ion-scale modes (note the kθ simulation resolution is r ~qkd 0.3s

sim ).

Figure 6. Qualitative comparison of the frequency power spectrum from the high-k diagnostic in (a) and from simulation in (b), both
corresponding to channel 1. A gaussian profile is fit within the prescribed frequency bands (vertical dashed lines) to recover the fluctuation
power level, the spectral frequency peak of fluctuations á ñf and the spectral width Wf (red curve in (a)). In (b) are compared the synthetic
spectra from a ‘big-box’ vs. standard e-scale simulation. The shape of the frequency spectrum is better reproduced by the ‘big-box’ e-scale
simulation, as well as the calculated spectral width Wf, motivating the use of ‘big-box’ e-scale simulation for establishing quantitative
comparisons with experiment. The ‘double-peak’ structure using standard e-scale simulation can be explained by the Doppler-shifted
frequency of the two individual, simulated poloidal wavenumbers kθ within the k-measurement range (see figure 5(a)).

6

Plasma Phys. Control. Fusion 61 (2019) 115015 J Ruiz Ruiz et al



(kr, kθ)-ellipse to accurately replicate the experimental fluc-
tuation measurement. However, due to a coarse wavenumber
grid spacing, standard electron-scale simulation can only
resolve 1–2 poloidal wavenumbers inside the effective wave-
number measurement range (figure 5(a)). This poor overlap
between the diagnostic and numerical resolution requirements
results in inaccurate frequency spectra from electron-scale
simulation (figure 6). By decreasing the wavenumber grid
spacing (dkr) and (dkθ), ‘big-box’ electron-scale simulation can
effectively filter ∼5–6 poloidal wavenumbers inside the mea-
surement range from each channel. This results in a closer
representation of the actual high-k measurement. These issues
are further discussed in the next section.

3.3. Comparisons of standard versus ‘big-box’ electron-scale
simulation setup

‘Big-box’ electron-scale simulations reproduce the same
physics of ETG-driven turbulence as traditional electron-scale
simulations. The essential difference between the two simu-
lation types resides in the numerics, not in the simulated
physics. Due to their increased computational demands only a
handful of ‘big-box’ electron-scale simulations were per-
formed in this study: five for the strong ETG condition and
two for the weak ETG condition. On the other hand, multiple
parametric scans performed for the less-computationally
intensive electron-scale simulation provide valuable infor-
mation about the turbulence threshold, stiffness, etc and
guided the deployment of ‘big-box’ electron-scale simulations
for the specific driving parameters presented. Typical ‘big-
box’ electron-scale simulations presented here have factors of
2–5 more radial grid points nr and toroidal mode numbers nn
than standard electron-scale simulations, while they typically
ran on 10–20 thousand parallel CPU cores taking ∼1–2 M
CPU hours to completion on leadership high-performance
supercomputers such as NERSC’s Edison. For additional
numerical details, the main numerical simulation parameters
differentiating ion-scale, electron-scale and ‘big-box’ elec-
tron-scale simulation can be found in table 1.

In order to justify the use of ‘big-box’ e-scale simulation
over standard e-scale simulation for quantitative spectra
comparisons, a frequency power spectrum computed from

each simulation type is shown in figure 6(b). When compared
to the experimental frequency spectrum shown in (a), ‘big-
box’ e-scale simulation shows a much better agreement than
standard e-scale simulation, as well as an improved agreement
in the width of the spectrum (spectral width Wf). In addition,
standard e-scale simulation spectra exhibit a ‘double-peak’
structure not present in experiment. This can be explained via
inspection of the simulation wavenumber grid in figure 5. As
is shown in figure 5(a), the 1/e amplitude of the effective
filter applied to simulated fluctuations from standard electron-
scale simulation has predominantly contributions from two
poloidal wavenumbers kθ. Each poloidal wavenumber has a
different characteristic propagation frequency, and is Doppler
shifted by a different frequency fD=ω0kθ r/q. This results in
a clear separation of the propagation frequency in the lab
frame, providing a double-peak structure in figure 6(a). This
frequency separation of the sampled wavenumbers is not
observed when using ‘big-box’ e-scale simulation in
figure 6(b) due to the increased number of sampled modes.
The increased wavenumber resolution has the effect of ‘filling
in’ the frequency spectrum with contributions from additional
nearby modes, and is also responsible for a widening of the
spectrum. This shows how the simulation wavenumber
resolution can have a profound effect on the frequency
spectrum, even for identical physics parameters. We empha-
size this argument is purely based on numerical requirements,
and is not a reflection of the simulated physics. ‘Big-box’
e-scale simulations are shown to be required to reproduce the
frequency spectrum from experiment.

Note that ‘big-box’ electron-scale simulation does
effectively simulate ion-scale modes due to an increased
simulation box with respect to conventional electron-scale
simulation (table 1), but does not correctly resolve the full
spectrum of ion-scale turbulence (which would require
dkθρs∼0.05–0.1). In addition, ‘big-box’ e-scale simulation
is only run for electron time scales (T∼ 30a/cs, when ions
have not had time to reach a fully saturated state). Conse-
quently, ‘big-box’ electron-scale simulation should not be
considered as multiscale simulation such as the ones docu-
mented in [24–28] by Howard et al and Maeyama et al, but
rather as electron-scale simulations having a large simulation
domain.

Table 1. Numerical resolution parameters typical of ion, electron and ‘big-box’ electron-scale scale simulation: dr radial resolution (ρs, ρe are
respectively the ion and electron sound gyro-radius using electron temperature Te), Lr [ps] radial box size, nr number of radial modes,
max(krρs) maximum resolved radial wavenumber, Lθ[ρs] poloidal box size, dkθρs poloidal wavenumber resolution, max(kθρs) maximum
resolved poloidal wavenumber, nn number of toroidal modes, T simulation run time, dt simulation time step. Ion and electron-scale
simulations separately resolve ion and electron-scale turbulence. Although ‘big-box’ electron-scale scale simulation does simulate ion-scale
modes (kθρs<1 due to a diagnostic requirement, see figure 5), the ion-scale turbulence spectrum is not adequately resolved, neither spatially
(which would require need Lr70, dkθρs∼0.08 as in ion-scale simulation) nor temporally (which would require need Tsim200 a/cs for
ion-scale turbulence to reach a fully saturated state). ‘Big-box’ electron-scale scale simulation only adequately resolves electron-scale
turbulence. Accurately simulating both ion and electron-scale turbulence would require multiscale simulations such as shown in [24–28],
which is outside of the scope of this work.

dr Lr (ρs) nr max (krρs) Lθ (ρs) dkθ ρs max (kθ ρs) nn T (a/cs) dt (a/cs)

Ion-scale 0.3ρs 70–80 ≈200 4 70–75 0.08 1.1 14 > 200 2.10−3–10−3

Electron-scale 2ρe 6–8 ≈200 50.5 4–5 1.5 65–85 40 30 10−3–5.10−4

‘big-box’ electron-scale 2.5ρe 20–25 ≈500 30–40 20–22 0.3 65–88 ≈ 200 30 10−3–5.10−4
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4. Validation workflow

We present here the validation workflow performed in this
study. The fidelity of each simulation is quantified via vali-
dation metrics for electron thermal power and turbulence
spectra comparisons. Experiment/model comparisons will be
performed at three different levels in the validation hierarchy
[29, 30]: electron thermal power comparisons with power
balance calculations (TRANSP) will be at the highest level in
section 5, performed for all simulation types; electron-scale
turbulence spectra will only be compared to synthetic spectra
from ‘big-box’ electron-scale simulation, using a synthetic
diagnostic for high-k scattering developed for this work.
Frequency spectra will be at the lowest level in the hierarchy,
while wavenumber spectra comparisons will be at the second
hierarchy level, both shown in section 6. The methodology
employed for the selection of models that best agree with the
hierarchy comparisons presented will also be discussed.

4.1. Synthetic diagnostic description

As is described partly in section 2 and [13], the high-k scat-
tering diagnostic on NSTX was a tangential coherent scat-
tering system sensitive to fluctuations with high-kx and
intermediate kz. Each diagnostic channel is sensitive to an
array of wavenumbers that is centered around the dominant
measurement wavenumber, according to the wavenumber
resolution (ellipses on figure 5). Due to the enhanced tor-
oidicity and magnetic field curvature of NSTX, good toroidal
localization is achieved [31, 32]. This supports the imple-
mentation of a 2D synthetic diagnostic, which is applied
a posteriori to simulation output. Carefully designed ‘big-
box’ electron-scale gyrokinetic simulation accurately resol-
ving each measurement wavenumber are used for the
deployment of the synthetic diagnostic.

In order to compute the synthetic time signal of fluc-
tuations, we filter the GYRO-simulated fluctuations around
the measurement wavenumber corresponding to each diag-
nostic channel. This procedure can be performed equivalently
in real space or in Fourier space (i.e. wavenumber space).
Two synthetic diagnostics have been implemented for the
purpose of this work, in real space and in k-space, exhibiting
quantitative agreement and providing confidence in the acc-
uracy of the synthetic turbulence spectra. In what follows we
will only present the real space implementation, leaving the
wavenumber implementation and further details to a future
publication. The computation of synthetic frequency and
wavenumber spectra starts with the synthetic time signal of
fluctuations d +n k t,u ( )

G
, given by

òd d= ¢ ¢ ¢+
- ¢+n k t d r n r t U r e, , , 1

V

ik r
u

3 GYRO

s

( ) ( ) ( ) ( )·G G G G G G

where the integration takes place over the scattering volume
Vs. U r( )G is the effective real space filter of fluctuations deli-
miting the scattering volume, typically taken to be Gaussian
in the R and Z directions owing to the Gaussian profile of the
incident microwave beam. +k

G
corresponds to the matched

wave-vector between the incident and scattered wave-vectors

= -+k k ks i

G G G
, providing the dominant contribution to the

scattered signal (the second matching wave-vector
= +-k k ks i

G G G
gives a negligible contribution to the synthetic

signal). We call +k
G

the measurement wavenumber of the
diagnostic, assumed constant within the scattering volume in
this work. δnGYRO is the GYRO computed density fluctuation
field in real space (a real quantity itself). In our 2D imple-
mentation the integration takes place at a constant toroidal
slice (comments on the 2D versus 3D implementation are the
object of a near-future publication). Real-space integration
and filtering of δnGYRO using equation (1) provides a time
signal of the filtered fluctuations d +n k t,u ( )

G
.

4.2. Computation of synthetic turbulence spectra

The time signal of fluctuations d +n k t,u ( )
G

can be frequency
analyzed to provide the synthetic frequency power spectrum
for each diagnostic channel S( f ) (spectral density). Integra-
tion of the spectral density S( f ) along a prescribed frequency
band for the different diagnostic channels will provide the
wavenumber spectrum of fluctuations S(k).

An example of high-k frequency power spectrum S( f )
from channel 1 of the high-k scattering diagnostic is shown in
figure 6(a). A central high power peak is obtained at f≈0,
owing to spurious reflections from the incident microwave
beam, resulting in a diagnostic artifact polluting the high-k
signal. At a lower power level a negative frequency feature
peaking at f≈−1MHz corresponds to detected high-k tur-
bulence fluctuations. Integrating the spectral density S( f ) over
the full frequency spectrum would yield a total power
dominated by the central spectral peak, hiding crucial infor-
mation about the turbulence spectral power. One can obtain a
measure of the spectral power of the turbulent fluctuations by
integrating over a prescribed frequency band, delimited by the
black vertical dashed lines. The choice of this frequency band
is made to minimize the effect of the background f=0 kHz
spectral noise peak while still preserving the bulk turbulence
spectral power. A gaussian profile can be fit to the fluctuation
frequency spectrum (red curve) to provide estimates for the
total spectral power (constituting the wavenumber spectrum
S(k)), spectral frequency peak á ñf and spectral width Wf.

One important aspect to consider is that the experimental
signal level is not absolutely calibrated, and can only provide
relative fluctuation power. For this reason, the experimental
frequency and wavenumber spectra will be scaled by a con-
stant value in order to perform direct quantitative comparisons
with synthetic spectra. The scaling constant applied is then a
free parameter whose value will be set on each condition, as
will be specified in the next section.

4.3. Validation metrics

In order to identify simulations that best satisfy the exper-
imental constraints, we employ simulation/experiment com-
parisons on three validation hierarchy levels [29, 30].
Electron thermal power comparisons are at the highest level,
performed for all simulation types in section 5. Local profile
values will be scanned around the most significant input drive
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terms: ∇T and ∇n are varied within 1–σ uncertainty (com-
puted from uncertainties in the background electron temper-
ature and density profiles using a Monte Carlo approach),
while q is varied by 10% and ŝ is varied by 20% (constituting
reasonable errors in the magnetic equilibrium). The specific
drive term values are provided in next section. These local
transport comparisons will select the ‘big-box’ electron-scale
simulations that best match the electron thermal power (Pe

[MW]) within experimental uncertainty. For the strong ETG
case, five ‘big-box’ electron-scale simulations producing
experimentally relevant electron thermal transport Pe will be
used for further detailed comparisons of high-k spectra. For
the weak ETG condition, two ‘big-box’ electron-scale simu-
lations will be performed, but only one of them will be able to
match the electron thermal power. Frequency spectra com-
parisons will be at the lowest level and shown in section 6,
providing detailed information about the spectral peak á ñf and
spectral width Wf. However, these will not prove useful for
the purpose of model selection. Wavenumber spectra com-
parisons will be at the second level in the hierarchy, and will
yield comparisons of the fluctuation level ratio and the k-
spectrum shape. Wavenumber spectra comparisons will prove
extremely useful for discriminating against turbulence models
that best match the experimental constraints, and will be
performed for the five ‘big-box’ electron-scale simulations at
the strong ETG and one flux-matching simulation at
weak ETG.

We choose the following observables X for multi-level
hierarchy comparisons of the ‘big-box’ electron-scale simu-
lation models: electron thermal power Pe, fluctuation level
ratio ratio and wavenumber spectra shape shape, defined as

where á ñ = å S kS k 3i ii( ) ( ) denotes the average fluctuation
power over the different channels i computed using the
spectral density S(k) (respectively for the strong and weak
ETG conditions in order to compute the ratio). The absence of
absolute calibration of the high-k scattering diagnostic power
motivates the use of the fluctuation level ratio between the
strong and weak ETG conditions as a meaningful metric. The
quantity á ñ

á ñ
S k
S k

i
strong ETG

i
weak ETG

( )
( ) was observed to vary by 2 orders of

magnitude and motivated the choice of the function log10 as a
metric measure. To characterize the shape of the wavenumber
spectrum via shape, the value of the density fluctuation
wavenumber power spectrum S ki( ) corresponding to each
diagnostic channel is employed (i={1, 2, 3}). The
observable shape is thus a vector of three components Xi.

Each of the three observables (Pe, ratio and shape) use
predictions from simulation Xsim, and are directly compared to
experiment Xexp via a validation metric of distance dX (a scalar

quantity) that quantifies the goodness of agreement (following
methodologies described in [33, 34]). In order to have a bounded
measure of agreement between 0 and 1, the quantity RX is also
computed from dX. Both quantities are defined in past validation
works [33, 34] as

s s
l

=
-
+

=
+ - d

d
X X

X X

R
d1 tanh
2

, 3

X

exp sim

exp sim

X
X

2

2 2

0

( )
( ) ( )

(( ) ) ( )

where we employed characteristic values of d0=1.5, λ=0.5
[33, 34]. Since shape is a three-dimensional vector, an individual
value of d hape is ( ) is computed for each component i, according to
equation (3). Due to the absence of absolute calibration, a con-
stant of proportionality C is applied to the synthetic spectra. Here
C is treated as a free parameter, and the final value of dshape is the
minimum value over C of the square root of the sum of the
squares from each component, i.e. = åd dminC i hape ishape s

2
( ) .

This is equivalent to the least-squares distance between experi-
ment and simulation, and agrees with the intuition behind the
shape of the wavenumber spectrum S(k): a low dshape value will
correspond to a well matched wavenumber spectrum shape,
while large dshape will correspond to a poorly matched shape.

Using the bounded metric RX from each of the three
observables, a composite metric M1 can be constructed to
quantify the overall fidelity of the experiment/model com-
parison. A value of 0 in M1 and RX indicates perfect agree-
ment, while 1 is indicative of complete disagreement. The M1

composite metric will prove useful for discerning and dis-
criminating the different models that best agree with the

experimental constraints, indicating the ’best’ model repre-
sentative of reality.

5. Local transport comparisons via gyrokinetic
simulation

We present in this section electron thermal power predictions (Pe
[MW]) from nonlinear gyrokinetic simulations using the GYRO
code, separately resolving ion and electron-scale turbulence.
Parametric scans were performed for the main turbulence drive
mechanisms a L a L q s, , ,Te ne( ˆ ), a/LTe≡−a∇Te/Te and
a/Lne≡−a∇ne/ne are the background electron temperature
and density gradients respectively, q is the magnetic safety factor
and ŝ is the magnetic shear (we will note a/LTe, a/Lne inter-
changeably by ∇T, ∇n in the rest of this paper).

=

= =

- = = =k

Electron thermal power X P

Fluctuation level ratio X ratio
S k
S k

spectrum shapeX shape i S k i

obtained from TRANSP and nonlinear GYRO simulation.

log ratio of mean spectral densities.
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5.1. Strong ETG drive conditions

It was discussed in the introduction that electron-scale gyro-
kinetic simulation using experimental profile values as input
can only provide ≈30% of the experimental electron thermal
power estimate from TRANSP, where »P 1.48e

exp

0.33 MW. Ion-scale turbulence simulated by GYRO is shown
to be suppressed by the large value of E×B shear, consistent
with the linear simulation results of figure 3. This clear
underprediction of Pe

exp leads us to perform parametric scans
for the main turbulence drive mechanisms, both at electron
and ion-scales: the background ETG a/LTe≈3.36 is the
ETG turbulence drive mechanism, and a 1− σ uncertainty
corresponds to 25% of the background value. The electron
density gradient a/Lne is shown to be a stabilizing mechanism
([16]), and a 1− σ uncertainty corresponds to 50% of the
background value (note a/Lne is small for this condition, ≈1).
The uncertainties in the profile gradients σ(∇T), σ(∇n) were
computed from uncertainties in the background electron
temperature and density profiles followed by a Monte Carlo
analysis approach.

Figures 7(a) and (b) show the electron thermal power Pe

predictions by ion-scale (red), electron-scale (blue) and ‘big-
box’ electron-scale simulation (magenta) when the exper-
imental value of normalized equilibrium ETG ∇T is scanned
within experimental uncertainty. The experimental value, as
computed by TRANSP, is shown in black. Figure 7(a) shows
simulations run using the experimental value of the back-
ground electron density gradient ∇n as input. Figure 7(b)
shows simulations that were run using a reduced value of the
background density gradient within 1− σ experimental
uncertainty in the input, in order to maximize the turbulence
drive.

Figures 7(a) and (b) show that ion-scale simulation pre-
dicts negligible electron thermal power for all parametric scan
values in ∇T and ∇n (red dots), consistent with turbulence
suppression by E×B shear. However, electron-scale simu-
lation can match Pe

exp in figure 7(b), using scaled values of
∇n and ∇T (blue dots). ‘Big-box’ electron-scale simulation
provides similar Pe predictions as electron-scale simulation,
essentially matching Pe

exp when temperature and density
gradients are scaled simultaneously (black dot in 7(b)). Due to
possible errors in the magnetic equilibrium reconstruction,
additional scans with reduced safety factor q by 10% and
increased magnetic shear ŝ by 20% were performed with ‘big-
box’ electron-scale simulation: the purple square in 7(a)
corresponds to a flux-matching simulation with scaled (∇T)
within 1 – σ uncertainty (a/LTe=3.7) in addition to −10% q
and + s20% ;ˆ the green diamond in figure 7(b) is also flux-
matching, and uses scaled (∇n) within uncertainty (−1 – σ),
−10% q and + s20% ;ˆ the dark green cross in figure 7(b)
overpredicts Pe, and uses scaled (∇T, ∇n) within uncertainty,
−10% q and + s20% ˆ . Among the five ‘big-box’ electron-
scale simulations in figure 7, two of them can reproduce the
experimental Pe value within error-bars, providing strong
evidence pointing towards electron-scale turbulence as the
main mechanism responsible for anomalous electron thermal
transport in this condition and consistent with previous stu-
dies in NSTX [1] and MAST [35]. Ion thermal power Pi was
shown to be close to neoclassical levels, as predicted by NEO
neoclassical calculations [22] (consistent with suppressed ion-
scale turbulence), and negligible ion thermal power was
predicted by all electron-scale and ‘big-box’ electron-scale
scale simulations. In the next section, synthetic spectra
comparisons will be performed for the five ‘big-box’ electron-
scale scale simulations of figures 7(a) and (b).

Figure 7. (a) Total thermal transport budget from experiment (TRANSP, black) along with GYRO simulations that use experimental value of
∇n as input, corresponding to the strong ETG drive condition. The magenta dot corresponds to ‘big-box’ electron-scale simulation run for
base experimental parameters. The purple square corresponds to the ‘big-box’ electron-scale simulation with scaled (∇T) within 1− σ
uncertainty in addition to −10% q and + s20% ˆ . (b) GYRO simulations have scaled ∇n by 1− σ to maximize turbulence drive (−σ(∇n)).
Black dot corresponds to ‘big-box’ electron-scale scale simulation scanning (∇T, ∇n) within uncertainty. Green diamond scans (∇n) within
uncertainty, −10% q and + s20% ˆ . Dark green cross scans (∇T, ∇n) within uncertainty, −10% q and + s20% ˆ . These simulations show that
ion-scale turbulence is stabilized by E×B shear and electron scale turbulence can explain the experimental electron thermal transport levels
within small variations in the input drive terms.
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5.2. Weak ETG drive conditions

As was discussed in the introduction, the weak ETG condition
is especially interesting from a validation perspective, since
neither ion nor electron-scale gyrokinetic simulations could
produce experimentally relevant values of electron thermal
power when the simulation is run using the experimental
profile values as input. As mentioned, the TRANSP power
balance estimate »P 1.02 0.23e

exp MW.
Similar to the approach followed for the strong ETG

condition, parametric scans varying ETG input a/LTe were
performed within experimental uncertainty, using the exper-
imental density gradient value in figure 8(a), and a fixed
scaled value of density gradient of 1−σ uncertainty in
figure 8(b). Ion-scale and electron-scale simulations are
respectively red and blue, while ‘big-box’ electron-scale
simulations have different colors according to the parameters
scanned. The 1−σ uncertainties for a/LTe and a/Lne are
respectively 20% and 30% of the background value, com-
puted using uncertainties in the background electron temp-
erature and density profiles followed by a Monte Carlo
analysis approach.

Figure 8(a) shows that negligible electron thermal
transport is obtained when the background density gradient is
set to the experimentally measured value, neither from ion nor
from electron-scale turbulence. On the other hand, when a
temperature gradient scan is performed in addition to a 1−σ
scaled value of the electron density gradient as in figure 8(b),
a substantial increment in the predicted Pe can be observed.
For values of a/LTe<5, the turbulence state is shown to be
dominated by large zonal flow amplitudes suppressing the
ion-scale fluctuations and transport. For a/LTe>5 ion-scale
simulation predicts values of Pe up to factors of 10 larger than
the experimental levels. The transition from a zonal flow
dominated state for a/LTe<5 to a turbulent state dominated
by large amplitude turbulent fluctuations happens abruptly
near a/LTe≈5, displaying large stiffness. In fact, ion-scale

simulations run for values of a/LTe=4.5, 4.8, 5 display
zonal flow dominated time phases producing negligible
transport, followed by sudden turbulence bursts where lone
large scale eddies produce instanteneous high levels of
transport. These large-scale eddies are eventually damped by
the strong zonal flows present, producing negligible time-
averaged electron thermal power as shown in figure 8(b). This
behavior is reminiscent of a Dimits shift-like turbulence
regime close to the nonlinear threshold and mediated by the
large amplitude zonal flows [36], and more recently observed
in conditions of subcritical ITG turbulence enabled by E×B
flow shear [37]. However, for a/LTe>5, the turbulence drive
from the background gradients is shown to be too strong for
zonal flows to damp a highly unstable ion-scale mode (pos-
sibly a hybrid trapped electron mode/kinetic ballooning mode
TEM/KBM). This highly unstable mode is strongly sensitive
to dB∣∣ fluctuations, exhibiting complete turbulence stabiliza-
tion when dB∣∣ fluctuations were not included in the simula-
tion. Linear βe scans not presented here showed the KBM βe
threshold was close to the experimental βe value (within
∼20%, not shown). Previous work [1] already reported on a
hybrid TEM/KBM mode being capable of driving substantial
experimental thermal transport which could possibly be
linked to this highly unstable ion-scale turbulence regime.

Figure 9 shows the ion and electron thermal power from
ion-scale simulation. The predicted ion thermal power is
negligible for a/LTe<5 (similarly to the electron thermal
power), but overpredicts the experimental TRANSP value by
factors of ∼2–3 (magenta curve) for a/LTe>5. Since the
TRANSP Pi is close to the neoclassical NEO prediction, we
conclude that ion-scale turbulence should produce negligible
transport (Pe and Pi), and the TEM/KBM-stable regime
(a/LTe<5) is the most experimentally relevant at the weak
ETG condition.

Electron-scale turbulence is also shown to be close to the
nonlinear threshold in this plasma regime. As is shown by the

Figure 8. (a) Total thermal transport budget from experiment (TRANSP, black) along with GYRO simulations that use the experimental
value of ∇n as input, corresponding to the weak ETG drive condition. (b) GYRO simulations with ∇n scaled by 1 – σ to maximize
turbulence drive (−σ(∇n)). Note the significant increase in stiffness predicted from electron-scale turbulence (blue) and especially ion-scale
turbulence (red) when ∇n is scaled by 1− σ.
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blue dots in figure 8(b), a linear dependence of Pe with a/LTe
shows a clearly active ETG mode producing experimentally
relevant Pe values that are close to matching the experimental
TRANSP levels for the highest temperature gradient scanned
and exhibiting finite stiffness. A ‘big-box’ electron-scale
simulation was run for this highest drive condition (magenta
dot), matching Pe

exp and slightly overpredicting the electron-
scale simulation value for the same scaled a/LTe and a/Lne
values. This slight mismatch between electron and ‘big-box’
electron-scale simulation Pe predictions could be due to the
inclusion of highly unstable ion-scale modes down to
kθρs∼0.3 (as shown by ion-scale simulation in red). How-
ever those are not fully developed and have not reached a
fully saturated state due to the lack of resolution (both tem-
poral and spatial) in ‘big-box’ electron-scale simulation
resolving ion-scale modes. ‘Big-box’ electron-scale simula-
tion run for the base case is shown in figure 8(a), producing
negligible Pe.

These results suggest that ETG rather than ion-scale
TEM/KBM is responsible for electron thermal transport. This
is consistent with ‘big-box’ electron-scale simulations being
able to match Pe

exp within experimental uncertainty in (∇T,
∇n), while the neoclassical ion-thermal transport constraint
suggests that the TEM/KBM stable regime is the most
experimentally relevant. To test whether electron-scale tur-
bulent fluctuations predicted by GYRO are consistent with the
turbulence spectra measurements from the high-k diagnostic,
we set out to establish quantitative turbulence comparisons in
the next section.

5.3. Assessment of cross-scale coupling

Although multiscale simulation is not performed in this work,
based on the current single scale simulations we provide here

a discussion to assess the potential importance of cross-scale
coupling interactions (between ion and electron scales) in the
conditions analyzed.

In the strong ETG drive case, ion-scale turbulence is
strongly stabilized by the background E×B flow shear and
electron-scale turbulence alone can explain the experimental
electron transport levels. Cross-scale coupling is not expected
to play an important role. In the weak ETG drive case, ion-
scale simulation predicts the experimental conditions to be in
a zonal flow dominated regime and very close to the nonlinear
threshold, exhibiting a large stiffness value (figure 9). Inter-
estingly, electron-scale turbulence is also shown to lie very
close to the nonlinear threshold. There exists a regime close to

=a L 5Te in which electron-scale turbulence is highly driven
while ion-scale turbulence is very close to the threshold
(figure 8(b)). These conditions are very similar to those
reported by Howard et al in [26, 27] as part of the multiscale
simulation efforts for some C-Mod L-mode discharges. These
showed that the electron thermal power level can be enhanced
by cross-scale coupling interactions between ion-scales and
electron-scales when ion-scale turbulence is close to threshold
while electron-scale turbulence is highly driven. This would
suggest that cross-scale coupling between ion-scale and
electron-scale fluctuations might be important in the weak
ETG condition.

In similar lines, previous work by Staebler et al [38]
indicated the value of g gq qk kion ETG( ) ( ) is a proxy for
testing the importance of multiscale interactions, where γ is
the peak linear growth rate and kθ is the corresponding
wavenumber, respectively for the ion-scale and electron-scale
spectrum (denoted by the subscripts ion and ETG). Staebler
et al found that cross-scale interactions tend to be important
for values of g g <q qk k 1ion ETG( ) ( ) . In the present condi-
tions we find g g ~q qk k 1.9ion ETG( ) ( ) for the strong ETG
case and g g ~q qk k 18ion ETG( ) ( ) for the weak ETG
(figures 3 and 4). This would suggest that cross-scale inter-
actions are not important, even less for the weak ETG con-
dition. It may also be that this rule of thumb, which was
implemented based on C-Mod L-mode plasmas, is not
applicable for the present conditions and would need further
revision for ST conditions. The question remains open and
only multiscale simulation would confirm whether cross-scale
interactions are relevant in these conditions.

6. Synthetic diagnostic comparisons of high-k
fluctuation spectra

Direct comparisons between experiment and simulation of
high-k frequency and wavenumber spectra are presented in
this section. Only ‘big-box’ electron-scale simulations will be
used to deploy the synthetic diagnostic for high-k scattering.
For the strong ETG condition, we will be use the five ‘big-
box’ electron-scale simulations shown in figures 7(a) and (b):
‘big-box’ base sim (magenta in (a)), ‘big-box’ T q s, ,( ˆ )-sim
(purple square in (a)), ‘big-box’ (∇T, ∇n)-sim (black dot in
(b)), ‘big-box’ n q s, ,( ˆ )-sim (green diamond in (b)), ‘big-
box’ T n q s, , ,( ˆ -sim (dark green cross in (b)). For the

Figure 9. Total thermal power on the electron and ion channel (Pe
and Pi respectively) as a function of driving mechanism a/LTe for the
weak ETG drive condition. The density gradient scale length value
a/Lne in the simulations presented in this figure has been scaled by
1−σ of the experimental uncertainty. Note the increase in predicted
Pe and Pi for a/LTe∼5, displaying large stiffness from a highly
unstable TEM branch.
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weak ETG condition, we will only use two ‘big-box’ elec-
tron-scale simulations shown in figures 8(a) and (b): ‘big-box’
base sim (magenta in (a)) and ‘big-box’ (∇T, ∇n)-sim
(magenta in (b)).

6.1. Frequency spectra comparisons

Following the procedure outlined in section 4 one can extract
the frequency spectral peak á ñf and spectral width Wf and use
them as validation metrics. Figures 10(a)–(c) show frequency
spectra comparisons for all channels of the strong and weak
ETG case (blue and green respectively), using simulations
that matched the electron thermal power. Note that the
synthetic frequency spectra was computed implementing the
full Doppler shift value. Experimental frequency spectra were
computed within time windows of 546 μs (≈120 a/cs), and
containing 8192 time points. Due to the large simulation
requirements, synthetic frequency spectra were computed in
time windows of 15 a/cs for the strong ETG condition and 22
a/cs for the weak ETG condition, typically containing
1500–2200 time points. It was found that frequency spectra
characteristics had little variation with time windows larger
than ≈15 a/cs for these conditions. In order to reduce
simulation noise, the synthetic frequency spectra was
ensemble averaged using five time windows for the strong
ETG case (five time windows of ∼3 a/cs), and seven time
windows for the weak ETG case (seven time windows of
∼3 a/cs).

Good agreement in the frequency spectra is obtained both
for the strong and weak ETG conditions and for all operating
channels, as is shown in figure 10 and tables 2 and 3. Parti-
cularly good agreement is found in the spectral peak of
fluctuations á ñf which lie in the range ~ - -f 1, 1.5 MHz⟨ ⟩ ,

typically within 5% of the experimental spectral peak and
much higher than the values obtained when no Doppler shift
is applied (figure 11).

The spectral width Wf yields close agreement to experi-
ment for the strong ETG condition, within 20% of the
experimental range (table 2), a value marginally within the
experimental uncertainty value. However Wf tends to be
slightly underpredicted for the weak ETG condition (up to
40%−50%, table 3). This could be due to the reduced signal
to noise ratio for the strong ETG condition, which could
provide an unreliable measure of the experimental spectral
width, or possibly due to the discreteness in the simulated

Figure 10. Frequency spectrum of high-k fluctuations from channels 1, 2 and 3 and synthetic frequency spectrum corresponding to flux-
matched (Pe) simulations. Synthetic spectra includes Doppler shift. For the strong ETG case spectra are computed from the s n q s, ,( ) ˆ -scan
simulation (purple square in figure 7(a)), while the weak ETG spectra use the σ(∇T, ∇n)-scan simulation (magenta dot in figure 8(b)).
Experiment and simulation are plotted with the same color code, blue for the strong ETG condition and green for the weak ETG condition.
The experimental f-spectra are normalized by the same constant (both the strong and weak ETG conditions), preserving the fluctuation level
ratio (section 6 for details). Putting aside the zero-frequency peak in the measurement and the different background noise levels, frequency
spectra comparisons yield remarkable agreement for all channels. The predicted spectral peak lies within 5% of the measurement value for all
channels, while the spectral width lies within 20% for the strong ETG condition (table 2), and yields a slight underprediction up to 40%
−50% for the weak ETG condition (table 3). This could be due to the low turbulence level and reduced signal to noise ratio possibly
providing a non-reliable measure of the spectral width, but also possibly due to the discreteness in the simulated turbulence prediction for the
spectral width, or some important physics processes not implemented in the simulation, such as cross-scale coupling effects.

Table 2. Frequency spectra comparisons for the strong ETG
condition corresponding to the frequency spectra in figure 10 (blue
curves). The spectral peak á ñf and spectral width Wf are compared
between experimental high-k measurements and synthetic
predictions, shown for the three operating channels of the high-k
diagnostic (in [MHz]). The uncertainty in á ñf and Wf is estimated to
be ∼15%–20% computed by varying the prescribed frequency
window size. Remarkable agreement is obtained in the spectral peak
á ñf for all channels, a confirmation of the Doppler shift dependence
of the synthetic signal and of the correct wavenumber sampled by
the high-k diagnostic (recall the Doppler shift frequency fD is
proportional to the measurement k). Good agreement is also found
for the spectral width in this condition, lying within ∼20% of the
experimentally detected value for all channels.

Frequency spectra comparisons (strong ETG)

ch 1 ch 2 ch 3

/[MHz] á ñf Wf á ñf Wf á ñf Wf

Exp. −0.91 0.21 −0.81 0.19 −0.62 0.19
Sim. −0.97 0.18 −0.76 0.16 −0.65 0.14
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turbulence producing a reduced spectral width prediction.
Additionally, it could also be that the simulations presented
here do not model an essential physics process that impacts
the spectral width, such as, possibly, cross-scale interactions.
In this work we were limited by computational resources and
multiscale simulation was out of the scope.

One of the difficulties towards using á ñf and Wf to dis-
criminate between simulations stems from the high sensitivity of
these quantities to external factors such as Doppler shift and the
diagnostic wavenumber resolution. In particular, the spectral
peak á ñf is completely dominated by Doppler shift. Even with
modest values of toroidal rotation (M∼0.2) and modest ‘high-
k’ wavenumbers in the range kθρs∼3–5, we find a Doppler
shift frequency w= » -qf k r q 1 1.5 MHzD 0 (where ω0 is
the toroidal rotation frequency and q the safety factor). This
frequency is found to be at least a factor of 10 higher than
the plasma-frame propagation frequency of fluctuations, on the
order á ñ » -w =f 10 100 kHz00 . Any information about the
plasma-frame propagation is essentially lost in the measurement.
Experiment/model comparisons showing agreement in the fre-
quency spectral peak will not necessarily imply a close agree-
ment in the plasma-frame propagation frequency of fluctuations,
but rather that Doppler shift is correctly implemented in the
model. We observe that the experimental spectral peak can be
consistently reproduced for essentially all turbulence models (as
long as the correct Doppler shift value is applied).

With respect to the spectral width of fluctuations Wf, the
effect of Doppler shift is less pronounced but can still modify
Wf by factors of up to ∼2. Questioning whether the spectral
width Wf could be a useful metric to discriminate against
turbulent models, we compare the predicted values for Wf

from the seven ‘big-box’ electron-scale simulations in the
absence of Doppler shift (five strong ETG and two weak ETG
‘big-box’ electron-scale simulations), i.e. we compare the
predicted, intrinsic plasma frame value of the spectral width

for different drive terms In figure 11 are plotted the frequency
spectra from the five strong ETG ‘big-box’ e-scale simula-
tions in (a), and in (b) for the weak ETG case, corresponding
to channel 1. The first thing to note is that in the absence of
Doppler shift (ie. in the plasma-frame, setting the background
toroidal rotation frequency ω0=0), the average spectral peak
lies in the range á ñ » -w =f 10 100 kHz00 , clearly under-
predicting the experimental values of á ñ » -f 1 1.5 MHzexp ,
as previously mentioned (figure 2). More importantly, the
spectral width Wf is shown to exhibit similar values in the
plasma frame for all seven spectra, in the range
Wf≈150–180 kHz. These values are within the 1− σ

uncertainty range ∼15%–20%, determined via variations in
the prescribed frequency band of analysis. Notice how Wf is
insensitive to extremely different turbulence drive conditions,
spanning up to five orders of magnitude in the total spectral
power: from fully suppressed ETG in (b) (red curve) to highly
unstable ETG in (a). We note how the same numerical
resolution was employed for the strong and weak ETG
simulations respectively, and the measurement wavenumber
was similar in both conditions (kθρs∼−5.4 was unchanged,
while kr changed by ∼30%). This suggests that the spectral
width is not a good discriminator of turbulence models with
varying turbulence drive terms The spectral width measured
by the high-k system could then be strongly influenced by the
specific characteristics of the measurement, and only weakly
by the intrinsic plasma-frame turbulence conditions. In fact,
calculations presented in appendix C show that the predicted
spectral width can be sensitive to the diagnostic resolution Δk
in combination with Doppler shift when both values are large.
This would mean that the high-k measurement can strongly
prescribe the value of the measured spectral width. For the
current experimental value of the wavenumber resolution and
toroidal rotation frequency ω0 we find that the lab-frame
spectral width Wf lies within experimental uncertainty of the
intrinsic plasma-frame value for the strong ETG case, but has
a more important impact in the weak ETG case due to the
enhanced toroidal rotation.

We can assess the influence of Doppler shift onWf for the
strong ETG condition by comparing the orange curve in
figure 11(a) (without Doppler shift) to channel 1 from table 2
(with Doppler shift), corresponding to the same simulation.
This shows that Doppler shift does not have a substantial
impact on Wf in this condition, varying from

~w =W 178.9 kHzf
00 to Wf∼182.5 kHz. However, a similar

analysis performed for channel 1 of the weak ETG condition
(comparing green curve from figure 11(b) to channel 1 in
table 3) shows the spectral width varies from ~w =W 180.5f

00

to Wf∼261.5 kHz, lying clearly outside the uncertainty
range. This change can now be exclusively attributed to
Doppler shift: even though the measured wavenumber is
unchanged between the strong and weak ETG conditions
(kθρs∼−5.4 for channel 1), the toroidal rotation frequency
was ∼60% higher for the weak ETG case, giving rise to a
higher spectral peak á ñf and a widening of the spectral
width Wf.

Table 3. Frequency spectra comparisons for the weak ETG condition
corresponding to the frequency spectra in figure 10 (green curves).
The spectral peak á ñf and spectral width Wf are compared between
experimental high-k measurements and synthetic predictions, shown
for the three operating channels of the high-k diagnostic (in [MHz]).
The uncertainty in á ñf and Wf is estimated to be ∼20%–25%
computed by varying the prescribed frequency window size.
Remarkable agreement is obtained in the spectral peak á ñf for all
channels. However the spectral width tends to be slightly
underpredicted by the synthetic diagnostic (up to 40%−50%). This
could be due to the reduced signal to noise ratio in this condition,
possibly providing an unreliable measure of the spectral width.
Alternatively it could be that the discreteness in the simulated
turbulence or a missing physics process not being modeled are
resulting in a reduced spectral width prediction.

Frequency spectra comparisons (weak ETG)

ch 1 ch 2 ch 3

/[MHz] á ñf Wf á ñf Wf á ñf Wf

Exp. −1.39 0.36 −1.21 0.34 −1.07 0.34
Sim. −1.4 0.26 −1.23 0.22 −1.05 0.19
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Together, the analysis performed on the synthetic spectra
and the comparisons to experiment have shown that fre-
quency spectra characteristics do not provide reliable vali-
dation metrics, as they are insensitive to the plasma frame
turbulence conditions, and strongly affected by external fac-
tors such as Doppler shift (calculations shown in appendix C
additionally show how the spectral width can be strongly
prescribed by the high-k measurement). However, it is still
highly valuable to perform experiment/model comparisons of
the frequency spectrum. A successful validation activity
should still be able to match the frequency spectra char-
acteristics, independently of their ability to discriminate
between models, and could be used as a test of the synthetic
diagnostic. Overall, the frequency spectra comparisons are
highly satisfactory, but suggest additional validation metrics
are needed to accurately discriminate between simulations.

6.2. Wavenumber spectra comparisons

Here we use the k-spectrum shape and the fluctuation level
ratio between the strong and weak ETG conditions as vali-
dation metrics to perform the comparisons to experiment. In
this section we will compare the wavenumber spectrum shape
from the five ‘big-box’ electron-scale simulations for the
strong ETG condition. With respect to the fluctuation level
ratio, we will compare the ratio between the five ‘big-box’
electron-scale simulations for the strong ETG case with
respect to the flux-matching simulation for the weak ETG
case (magenta dot in figure 8(b)). No use will be made of the
‘big-box’ e-scale base simulation for the weak ETG case
(using experimental parameters, magenta dot in figure 8(a)).

Figure 12 shows the five k-spectra shape comparisons for
the strong ETG condition. Only in this figure, the synthetic k-
spectrum is scaled in order to minimize the corresponding
distance to the experimental spectrum given by the blue cir-
cles—this yields a visual comparison of the shape. The ETG
drive is increased from (a) to (e). The predicted Pe is shown
for each simulation. Close inspection of figure 12 highlights
that simulations that underpredict the electron thermal power
Pe are unable to match the shape of the spectrum: increasing
the ETG drive from (a) to (b) does not improve the k-spec-
trum shape, but worsens it. Importantly, simulations with
scaled q and shear produce a much better agreement, two of
them being able to match Pe ((c) and (d)). This suggests q and
ŝ play a crucial role in determining the spectral shape in these
conditions. The scale in the y-axis is logarithmic, meaning the
shape of the wavenumber spectrum is a sensitive metric for
comparisons. In particular, close to perfect agreement is found
in (d). The spectral shape comparisons are quantified via a
validation metric dshape and shown in table 4. The impact of q
and ŝ on the shape of the spectrum is consistent with the
current ramp-down performed in this plasma discharge, which
was shown to modify the local values of q and ŝ . These
comparisons are experimental evidence suggesting that the
current ramp-down modified local values of q and shear,
which had an impact on the shape of wavenumber spectrum
of electron-scale density fluctuations.

The fluctuation level ratio comparisons are shown in
figure 13. Figure 13(a) shows the synthetic k-spectra from the
five strong ETG simulations, this time plotted in absolute
units (meters (m) due to normalization with respect to the
toroidal length of the scattering volume, non-existent in the

Figure 11. Synthetic frequency spectrum of high-k fluctuations from channel 1, respectively for five strong ETG ‘big-box’ electron-scale
simulations in (a) and 2 simulations for the weak ETG condition in (b). The synthetic spectra was computed in the absence of Doppler shift
(ω0=0), showing that the average plasma-frame propagation frequency of fluctuations á ñw =f 00 is ∼10 smaller than the experimentally
measured value, suggesting Doppler shift completely dominates the frequency spectrum. Surprisingly, the spectral width Wf exhibits similar
values for all 7 simulations, in spite of the fact that simulations span five orders of magnitude in spectral power. This suggests that the spectral
width is not sensitive to the plasma turbulence conditions, but is mainly determined by the specific characteristics of the measurement
(detected wavenumber +k

G
and diagnostic resolution Δk, implemented here via the synthetic diagnostic) and not by the intrinsic plasma-frame

turbulence conditions. This figure shows how neither the spectral peak á ñf nor the spectral width Wf provide reliable metrics to discriminate
against the different turbulent models with varying drive terms.
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Figure 12. Wavenumber spectra shape comparisons for the strong ETG condition. Experimentally detected high-k fluctuations by the high-k
system are shown by blue circles. Synthetic turbulence fluctuations correspond to the five ‘big-box’ electron-scale-scale simulations in
figures 7(a) and (b). The total synthetic fluctuation power is scaled (only in this plot) to minimize distance with respect to experimental
fluctuation levels, allowing accurate comparisons of the wavenumber spectra shape. (a) ‘big-box’ electron-scale simulation run for
experimental base values of electron temperature and density gradient. (b) Scaled ‘big-box’ electron-scale simulation by temperature and
density gradient within 1− σ uncertainty. (c) Flux-matched ‘big-box’ electron-scale simulation run with scaled temperature gradient within
1− σ uncertainty and an additional −10% in safety factor q and +20% in magnetic shear ŝ . (d) Flux-matched ‘big-box’ electron-scale
simulation run with scaled density gradient within 1− σ uncertainty and an additional −10% in safety factor q and +20% in magnetic shear
ŝ . (e) Scaled ‘big-box’ electron-scale simulation by temperature and density gradient within 1 – σ uncertainty and an additional −10% in
safety factor q and +20% in magnetic shear ŝ .

Table 4. Validation table with the most relevant metrics allowing accurate discrimination between models: the electron thermal power Pe, the
electron-scale fluctuation level ratio and the k-spectrum shape. Comparisons are only made for the five ‘big-box’ electron-scale-scale
simulations in the strong ETG case in figure 7. To compute the fluctuation level ratio between the strong and weak ETG conditions, we used
the flux-matching ‘big-box’ electron-scale-scale simulation for the weak ETG case (magenta dot in figure 8). The parameters dX denote a
validation ‘distance’ for the comparison of each observable X, while RX denotes the corresponding bounded error metric between 0 and 1
and computed from dX. The composite metric M1 quantifies the overall model agreement, with 0 indicating perfect agreement and 1
indicating complete disagreement. Definitions for dX, RX and M1 are taken from [33, 34].

Validation table

Pe Fluct. level ratio k-spec. shape Composite metric
Simulation dPe RPe dratio Rratio dshape Rshape M1

Base 3.22 0.999 1.11 0.18 5.08 1 0.672
σ(∇T, ∇n) 1.27 0.29 0.74 0.046 4.24 0.99 0.472
s T q s, ,( ) ˆ 0.215 0.006 0.38 0.01 2.52 0.98 0.397
s n q s, ,( ) ˆ 0.397 0.012 1.47 0.47 1.53 0.53 0.402
s T n q s, , ,( ) ˆ 3.12 0.998 1.74 0.72 1.78 0.76 0.762
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2D implementation). We note how the spectral power at the
measurement wavenumbers +k

G
is highly sensitive to the ETG

drive, spanning about 2 orders of magnitude. This is highly
desirable for a validation metric, allowing clear discrimination
of the different turbulence models. Note how the predicted Pe

is much less sensitive to the drive terms (spanning only a
factor of ∼5). In figure 13(b) are shown the comparisons of
the fluctuation level ratio between the strong and weak ETG
conditions. The average fluctuation power between the three
channels is computed for each simulation in (a). The average
power for the strong ETG simulations in figure 13(a) is
normalized by the average fluctuation power from the flux-
matching, weak ETG simulation (magenta dot in figure 8(b)).
This yields a specific value of the fluctuation level ratio for
each simulation in (a). This ratio can be readily compared to
the experimental fluctuation ratio. Figure 13(b) shows that
two simulations clearly lie within the 1–σ experimental range:
in black with scaled (∇T, ∇n) and in purple with scaled

T q s, ,( ) ˆ . Notice how the latter was a flux-matching
simulation, also producing reasonable agreement in the
wavenumber spectrum shape (figure 12(c)). The sensitivity of
the ratio with varying drive terms motivated the use of a
logarithmic metric, as explained in section 4. Note how
simulations in purple and orange in figure 13(b) (scaled

T q s, ,( ) ˆ and n q s, ,( ) ˆ )were both clearly matching Pe and
the spectral shape (figure 12), but they exhibit factors of 2–3
difference in fluctuation level: again a confirmation of the
sensitivity and pertinence of the metric. Note additionally
how the predicted Pe was higher for the purple case but the
fluctuation level was lower than the orange case, consistent
with the change in the shape of the wavenumber spectrum
between the two cases. The fluctuation level ratio

comparisons are also quantified via a validation metric dratio,
as shown in table 4.

6.3. Validation metrics to quantify overall simulation fidelity

Having identified three meaningful metrics to establish direct
experiment/model comparisons (electron thermal power level
Pe, fluctuation level ratio ratio and wavenumber spectral
shape shape), we set out to quantify the overall fidelity of the
different simulations. As described in section 4, each vali-
dation observable X is compared to experiment via a vali-
dation metric of distance dX, itself used to compute a
normalized measure RX between 0 and 1 for each compar-
ison, where 0 is indicative of perfect agreement while 1
indicates complete disagreement. If one were to assume an
experimental uncertainty equal to the simulation uncertainty,
a distance dX between experiment and simulation of one
sigma would correspond to a value of RX≈0.04. A distance
dX of two sigma would correspond to RX≈0.5, while three
sigma would correspond to RX≈0.9.

Table 4 summarizes these most pertinent comparisons
from sections 5 and 6. In this table, the simulations are shown
with increasing ETG drive as in figure 12. Focusing on the
third column, the bounded metric associated to electron
thermal power RPe shows a clear disagreement for the base
case simulation as expected (RPe≈0.999). As we increase
ETG drive, the Pe comparisons improve and RPe decreases
down to 0.006 for the simulation with scaled s T q s, ,( ) ˆ .
The comparison worsens again as we further increase ETG
drive in the last row for scaled s T n q s, , ,( ) ˆ , which
predicted ∼170% of the experimental Pe level. A similar
analysis can be performed for the 5th column of the

Figure 13. (a) Absolute fluctuation power S(k)syn (wavenumber spectrum) from ‘big-box’ electron-scale-scale simulation carried for the
strong ETG condition. Combinations of input drive terms correspond to the same simulations in figure 12 (here the synthetic k-spectrum has
not been scaled but has absolute units). (b) Synthetic fluctuation level ratio between strong ETG and weak ETG conditions. In computing the
synthetic fluctuation level ratio á ñ á ñS SstrongETG weakETG syn[ ] , the strong ETG fluctuation power levels correspond to ‘big-box’ electron-scale
simulations from (a), while the weak ETG fluctuation power levels are computed from the same simulation for all comparisons in (b),
corresponding to the flux-matching weak ETG ‘big-box’ electron-scale simulation (magenta dot in figure 8). The gray band denotes the
experimental fluctuation power level ratio between the strong and weak ETG conditions, with value of ∼14.7%±80%. Simulations with
scaled (∇T, ∇n) and T q s, ,( ) ˆ lie within the 1 – σ experimental range of the fluctuation level ratio.
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fluctuation level ratio. With respect to the shape of the k-
spectrum, the best agreement is found for the simulation with
scaled s n q s, ,( ) ˆ , as suggested by inspection of figure 12.

A composite metric M1 combining the different metric
results is used to quantify the overall fidelity of each model.
Here = å h hM Ri i i1 i , where i is summing over the different
observable comparisons (Pe, ratio, shape) and hi is the
weight given to each comparison according to its level in the
validation hierarchy [30]. Here we chose hi=0.5 for the Pe
comparisons, while hi=1 for the ratio and shape compar-
isons of the wavenumber spectrum (a discussion on the spe-
cific values of hi is provided in the next section).

The corresponding values of M1 for each simulation are
shown in the last column of table 4, with 0 indicating
agreement and 1 indicating disagreement. Counter-intuitively,
the overall comparison is worse for the last simulation with
scaled s T n q s, , ,( ) ˆ than for the base case, owing to the
overprediction of Pe and especially to the overprediction of
the fluctuation level ratio. The best overall agreement is found
for simulations with scaled s T q s, ,( ) ˆ and s n q s, ,( ) ˆ ,
yielding an approximate value of ∼0.4. Here a value of M1

of 0.4 indicates an agreement between experiment and
simulation roughly between one and two sigma uncertainty (if
one were to assume identical simulation and experimental

uncertainty). It is satisfactory that both simulations are able to
match the experimental level of electron thermal power. The
wavenumber power spectrum from experiment and simula-
tion for one of the two best matched cases is shown in
figure 14.

7. Caveats of this work

7.1. Nonlinear gyrokinetic simulations

A substantial effort has been made in this work to include as
many relevant physics processes as was reasonably possible
within our computational constraints and availability of
physics models implemented in the simulations: resolving ion
to electron-scales with fully electromagnetic fluctuations, 3
kinetic species, background parallel and toroidal flow shear,
etc. However, there is no question that there are missing
physics processes not being directly modeled within this work
that could potentially impact our conclusions. We have
already discussed the potential importance of cross-scale
interactions between electron-scale and ion-scale turbulence
as well as profile variation, none of which are modeled in this
work. Concerning profile variation, past work performed for
the weak ETG condition showed that global gyrokinetic
simulation by the GTS code [39] in fact predicts negligible
electron thermal transport from ion-scale turbulence, similarly
to what we observed when using the experimental profile
values as input. Additionally, nonlinear GYRO simulations
do not include a fast ion population, which in this case can be
justified via the small fast ion pressure with respect to the
electron pressure, on the order to 10%. Negligible impact
from fast ion population is expected.

It is worth saying a few words with respect to the colli-
sional model and high collisionality conditions in these
plasmas (νei∼1 cs/a), as well as the implementation in
GYRO. Electron collisions were included in these simulations
via a pitch angle scattering collision operator. Energy diffu-
sion is not modeled in the collision operator, which could be
relevant in these high collisionality conditions. Improved
collisional models such as implemented in CGYRO [40]
could be needed. Ion-ion collisions have also not been
modeled in the present work. Although ion–ion collisions
generally play a negligible effect on the predicted transport
levels, they may become important in near marginal condi-
tions and high collisionalities such as we observe for the weak
ETG condition, as was suggested by past work [41–44]. In
fact, recent simulation work on these NSTX H-mode plasma
conditions (not presented here) suggests ion-ion collisions
could play an important role in determining the saturation of
the zonal flow amplitude in conditions close to the nonlinear
threshold. Ion–ion collisions are shown to produce an addi-
tional damping mechanism on the zonal flow, which is
weakened in near marginal conditions. This results in an
increase of the ion-scale turbulence level when close to the
nonlinear threshold (a/LTe∼5 in figures 8 and 9), but not for
far from threshold conditions. Overall, including ion-ion

Figure 14. Wavenumber spectra comparisons between experimental
spectra and synthetically generated spectra from flux-matched (Pe)
simulations, both for the strong and weak ETG conditions. The strong
ETG synthetic spectra are generated from the s n q s, ,( ) ˆ -scan
simulation that predicts »P P95%e

sim
e
exp , and correspond to the

frequency spectra in figure 10, also producing a best match in the
validation metric comparisons (see table 4). The experimental strong
ETG k-spectrum is scaled in order to minimize the ’distance’ with the
synthetic k-spectra. The weak ETG experimental k-spectra are scaled
by the same constant in order to preserve the fluctuation level ratio.
The weak ETG simulation spectrum corresponds to a ‘big-box’
electron-scale simulation that matches Pe within experimental
uncertainty ( »P P80%e

sim
e
exp ). These results give strong evidence

suggesting ETG fluctuations alone may be the main mechanism
driving electron thermal transport in both the strong and weak ETG
conditions.
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collision was shown to bring the effective nonlinear threshold
of ion-scale turbulence closer to the experimentally detected
base profile values, while still predicting a factor of 10 larger
values than the experimental levels within experimental
uncertainty in ∇T, ∇n. Ion-ion collisions were shown to have
small impact on electron-scale turbulence simulation. How-
ever, since negligible thermal transport can be expected on the
ion channel (owing to the neoclassical Pi constraint), these
simulations point to the same result as we found here: stable
ion-scale turbulence in the TEM-stable regime is the most
experimentally relevant, and pointing to ETG as the dominant
mechanism to explain Pe at the weak ETG condition.

In order to test the impact that a further improved colli-
sional model could have on our conclusions, linear simula-
tions with the CGYRO code were performed for the base case
weak ETG condition, for which GYRO predicted stable ion-
scale turbulence. Preliminary linear CGYRO simulations
showed that the linear growth rates lied within 25% of the
GYRO predictions. Corresponding ion-scale nonlinear
CGYRO simulation showed ion-scale turbulence was sup-
pressed by strong E×B shear, an identical prediction to the
one made by GYRO. These tests having been performed, we
have confidence to assert that the conclusions that one can
draw by using improved collisional models will remain
strictly the same as the ones presented here: near threshold
behavior of ion-scale turbulence in the TEM-stable regime,
while electron-scale turbulence is the dominant heat loss
mechanism and cross-scale interactions possibly important.

One open question concerns the extremely high transport
predictions by ion-scale simulation for the weak ETG con-
dition, observed when∇T,∇n were scaled by 1 – σ. Ion-scale
simulations not presented here show that the unstable TEM-
branch was extremely sensitive to the inclusion of compres-
sional magnetic field perturbations dB∣∣, exhibiting almost
complete turbulence suppression when dB∣∣ perturbations were
not included in GYRO. In addition, linear GYRO simulations
scanning the electron beta βe showed how the experimental
beta value sits within ∼20% of the KBM threshold. This
suggests that KBM could have a role to play in this condition.
Previous work performed for an NSTX H-mode [1] has in fact
highlighted a hybrid TEM/KBM mode can produce experi-
mentally relevant Pe. Further analysis would need to be per-
formed to shed further light on this issue.

7.2. High-k turbulence comparisons

The direct frequency and wavenumber spectra comparisons
performed as part of this study have not only provided
incredibly valuable constraints to understand the turbulent
origins of anomalous electron thermal transport, but have also
yielded a profound understanding of the high-k measurement
at NSTX. Frequency spectra comparisons have confirmed that
Doppler shift dominates the measured frequency spectrum of
fluctuations. Past validation studies [30] have indicated that
‘comparison of time series data provide some of the most
fundamental validation tests’. However, we have learned in
this validation work that it is nearly hopeless to discern

between turbulence models by direct comparisons of the
frequency spectra. The spectral peak á ñf has shown to be
dominated by Doppler shift, while the spectral width Wf is
insensitive to the state of the turbulence. Appendix C shows
how the spectral width can be strongly affected by the
wavenumber resolution of the diagnostic. This means the
spectral width Wf measured by the high-k system can be
strongly constrained by the measurement characteristics, and
only weakly dependent on the intrinsic turbulence character-
istics. Together these arguments suggest that the measured
frequency spectrum does not provide strict constraining
metrics for the discrimination of turbulence models.

There is no doubt that the synthetic high-k turbulence
predictions presented here suffer from uncertainties and
inaccuracies emanating from the approximations made in the
synthetic model. One important approximation lies in the 2D
implementation. This approximation is justified by the tor-
oidal localization of the high-k system as detailed in [31, 32].
Although not shown here, work recently performed in the
context of this paper has suggested that 3D effects are
expected to be negligible for the high-k scattering diagnostic,
as long as the scattering condition ~k B 0·

G G
is satisfied. The

inclusion of a finite toroidal extent in the scattering volume
and the exploration of 3D effects on turbulence scattering
measurements could be the object of a future publication.

An additional approximation in the synthetic diagnostic
described here is based on a constant-k: the same turbulence
wavenumber is sampled within the whole simulation domain.
In fact, the measurement wavenumber provided by ray-tra-
cing calculations is only representative of the central ray of
the input microwave beam (which is the one that contributes
the most to the synthetic signal), but a slightly different
wavenumber is sampled by the diagnostic at different radial,
poloidal and toroidal locations within the scattering volume.
To assess the impact of this constant-k approximation, addi-
tional ray tracing calculations were performed for non-central
rays within the scattering volume, showing that the mea-
surement-k can at most vary ∼20% within the scattering
volume. This would have a small impact on the synthetic
frequency and k-spectra characteristics when compared to
other factors such as the simulation wavenumber resolution or
Doppler shift, especially since the non-central rays which are
associated to a different sampled k are filtered down with
respect to the central ray, and produce smaller power con-
tributions to the synthetic signal. However, it is possible that
taking into account the spatial variation of k within the scat-
tering volume could recover the underpredictions observed in
the frequency spectral width in tables 2 and 3.

All simulations presented here are based on the local
approximation, representing only one flux surface, and
background profiles are linear in the simulation domain.
However it can be seen in figure 1 that the scattering volume
has a finite radial extent, meaning the high-k measurement has
contributions from turbulence fluctuations present at different
flux surfaces and subject to different drive terms However
here once more we can argue that it is the central flux surface
containing the scattering location that will have the biggest
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contribution to the high-k spectra while turbulence fluctuation
contributions from other nearby flux surfaces are filtered
down by the filter and will likely have negligible contribu-
tions to the high-k signal. As can be seen from figure 1, the
background temperature and density gradients have small
profile variations within the scattering volume, which are in
fact captured via the sensitivity scans in the background
temperature and density gradients presented here. Global
gyrokinetic simulation including profile variation would be
able to give a more definite answer to confirm this hypothesis,
however this was out of the scope of this work.

Within the realm of these approximations, we have rea-
sonable confidence in the synthetic calculations presented.
Additionally, as part of this work two synthetic diagnostics
for high-k scattering were implemented: one based on filtering
in real space, which is presented here, and another one based
on filtering in wavenumber space. These two synthetic diag-
nostic implementations, which are analytically equivalent,
also produce the same synthetic spectra within small
percentage variations. This agreement further strengthens the
confidence in our results.

7.3. Validation metrics

The use of validation metrics in this work has proven useful
to quantify the experiment-model comparisons, as well as to
discriminate between those that best match all the exper-
imental measurements. However there is no unique way to
quantify these comparisons, and one could have opted to
employ a different set of metrics. For example, the particular
choice of the parameters d0=1.5 and λ=0.5 employed in
the definition of dX (equation (3), suggested in [33]) appear to
be arbitrary. Here we try to provide an intuition behind the
specific values of dX shown. In the case of equal values of the
experimental and simulation uncertainties (noted σ here), a
value of dX≈0.7 maps to RX≈0.04, which roughly cor-
responds to a discrepancy between experiment and simulation
of 1 – σ. A value of dX≈1.5 maps to RX≈0.5, which
roughly corresponds to a discrepancy of 2− σ. Keeping these
values in mind, although approximative, can give an intuition
for interpreting the numerical values of table 4.

The specific values of the weighting factors hi employed
in the computation of the composite metric M1 might also
appear arbitrary. These should be chosen according to how
the user would like to preferentially weigh each comparison
with respect to others in a composite metric. In this work, we
have chosen them to be an increasing function of the hier-
archy level of each comparison (e.g. frequency spectra,
wavenumber spectra, transport, etc). This choice pre-
ferentially values the comparisons in the lower hierarchy
levels, as suggested by [29, 30, 34]. The rationale behind this
being the fact that comparisons at the lowest levels in the
hierarchy are the ones that contain the most fundamental
characteristics of the turbulence (frequency spectra, wave-
number spectra), and should set the most stringent conditions
to match experiment.

In this work we have performed comparisons at three
different levels in the validation hierarchy: frequency spectra
comparisons (lowest level) via á ñf and Wf, wavenumber
spectra comparisons (second level) via ratio and shape, and
thermal power comparisons (highest level) via Pe. As was
discussed in the text, comparisons of frequency spectra
quantities are not useful for the discrimination of the num-
erical simulations, and are not included in the computation of
the composite metric M1. We have settled to employ the
weighting factors hi=1 for ratio and shape, and hi=0.5 for
Pe. Although not shown here, the use of different weighting
factors hi, or even different composite metric definitions
produces very similar final values. Most importantly, the
order in the ranking of each of the five simulations compared
to experiment in this work was shown to be unaltered by the
use of different weighting factors and different composite
metrics (we computed metrics M0 and M2 appearing in
equations (36) and (38) from [34]). The ranking indicated by
the last column of table 4 appears to be a robust result.

8. Conclusions and next steps

The extensive validation effort performed for this modest-beta
NSTX NBI heated H-mode plasma has tried to shed some
light towards understanding the origins of electron thermal
transport in the core gradient region of ST H-modes. By using
a synthetic diagnostic for high-k scattering, we have shown
the first simultaneous agreement between experiment and
simulation of electron thermal transport, electron scale fre-
quency spectra, the shape of the wavenumber spectra and
fluctuation level ratio between strongly driven and weakly
driven ETG turbulence conditions. This is the strongest
experimental evidence to date that ETG turbulence can
dominate electron thermal transport in the outer-core of
modest-beta NSTX NBI-heated H-modes.

We have made extensive use of high-k scattering fluc-
tuation data to place strict constraints on electron-scale
gyrokinetic simulations. However, no specific experimental
measurement of ion-scale turbulence nor zonal flows are used
in this study, leaving them fully unconstrained. Additional
fluctuation measurements would be needed to constrain tur-
bulence fluctuations at ion-scales. In fact, our work has
highlighted the possibility that ion-scale fluctuations could
produce experimentally relevant transport levels, specifically
for the weak ETG condition. Low-k fluctuation measurements
such as provided by beam emission spectroscopy, as well as
fluctuation scattering diagnostics sensitive to low-k and
intermediate range wavenumbers like Doppler back-scattering
and reflectometry would provide invaluable information to
constrain our turbulence models at all relevant scales char-
acteristic of microturbulence fluctuations. Zonal flow fluc-
tuation measurements could also provide critical constraints,
especially for the zonal flow dominated conditions at weak
ETG exhibiting large zonal flow fluctuation amplitudes with
respect to the turbulence fluctuation amplitudes predicted by
GYRO. Additionally, measurements of internal magnetic
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field fluctuations via cross polarization spectroscopy would
prove extremely valuable to diagnose the microtearing and
KBM modes destabilized at high-β.

Several arguments presented here have pointed to mul-
tiscale simulation as a possible future avenue emanating from
this work. To our knowledge no successful attempt has been
made to carry out multiscale simulation of ST plasma. Past
work performed for C-Mod L-mode discharge [26, 27]
showed how cross-scale coupling became important when
ion-scale turbulence was near marginal—similarly to the
weak ETG condition analyzed here. Operating at different
parametric regimes, typically at higher β, increased shaping
and higher toroidal rotation than standard tokamaks, multi-
scale simulation of ST differs from current multiscale simu-
lation efforts. Coupling multiscale simulation with fluctuation
measurements and synthetic diagnostics would be critical
towards determining the conditions required for multiscale
simulation and the subsequent contributions to electron
thermal transport in the ST. Additionally, owing to the large
normalized value of the ion gyro-radius r�, it could be that
global, multi-scale simulation including profile variation is
required in an ST, representing even a greater computational
challenge.

If the ultimate goal is to predict electron thermal transport
and consequently the equilibrium plasma profiles of future
high performance plasmas and fusion reactors, further
emphasis should be placed on predictive transport simulations
coupled with reduced transport models such as TGLF. This
work has shown both the value as well as the cost of per-
forming first-principles gyrokinetic simulations. Reduced
transport models are, by nature, much less computationally
intensive. Developing reduced transport models accurate to
the high beta, high flow and low-aspect ratio ST regime
should be a main research priority of future confinement
studies in the ST. Additionally, a natural next step would be
to couple TGLF to a synthetic high-k diagnostic, guiding the
development of more sophisticated gyrokinetic simulations.
Together, these efforts would drive the prediction and
optimization of the performance of future fusion reactors.
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Appendix A. Experimental plasma parameters input
in GYRO

Appendix B. Numerical resolution tests

The nonlinear simulation transport predictions presented with
the GYRO code have been extensively tested for convergence
of the numerical solution. All numerical simulations were
fully electromagnetic including df A B, ,( )∣∣ ∣∣ field fluctuations,
electron collisions (νei∼1), parallel flow and flow shear (M,
γE, γp)∼(0.2–0.3,∼0.1–0.2,∼1), and simulating 3 kinetic
species (all species gyrokinetic for electron and ‘big-box’
electron-scale simulations, and using drift-kinetic electrons
for ion-scale simulations). Ion–ion collisions νii were not
included in this study (see conclusion 8 for additional details).
All nonlinear simulations carried out as part of this work had
the same poloidal resolution of 14 poloidal grid points (×2
signs of parallel velocity), 12 energies and 12 pitch-angles (6
passing +6 trapped), which were tested for numerical conv-
ergence (although not shown here). The choice of numerical

Table A1. Plasma parameters input in GYRO simulations presented
in this work.

Parameter Strong ETG value Weak ETG value

r/a 0.708 39 0.678 64
R0(r)/a 1.5227 1.5922
Δ=dR0(r)/dr −0.304 12 −0.355
κ 2.1127 1.9792

k=ks r rd ln d( ) 0.153 963 0.190 789
δ 0.248 295 0.167 812
sδ=rdδ/dr 0.323 972 0.323 851
q 3.7892 3.0723
ŝ 1.8047 2.3464
r� 0.003 28 0.003 82
M=Rω0/cs 0.16 0.21
γE=−r/qdω0/dr 0.1258 0.1646
g w= -R rd dp 0 1.0362 1.1558

νei 1.379 113 1.0310
Zeff 1.9504 1.8425
nD/ne 0.785 03 0.803 71
nC/ne 0.035 828 0.032 715
TD/Te 1.1352 1.3964
TC/Te 1.1352 1.3964
a/LnD 1.4973 4.0319
a/LnC −0.8769 4.0801
a/Lne 1.0048 4.0576
a/LTD 2.9599 3.0929
a/LTC 2.9599 3.0929
a/LTe 3.3626 4.5128
βe 0.002 736 0.002 956
λD/a 0.000 0371 0.000 0417
m = M mD e

1 2( ) 60 60
-n 10 me

19 3( ) 4.2714 3.4282
Te (keV) 0.390 60 0.401 16
Bunit 1.446 13 1.269 86
a (m) 0.6012 0.5960
cs/a [105 s−1] 2.2749 2.3252
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grids was consistent to previous convergence and accuracy
tests for the GYRO code simulating micro-instabilities in the
core of NSTX [1]. In this section are shown resolution and
convergence tests carried out for electron and ‘big-box’
electron-scale scale simulations for the strong ETG condition.
Numerical convergence is shown in the radial box-size (Lr)
and poloidal box-size domains (Lθ, inversely proportional to
the poloidal wavenumber grid step dkθρs), in radial resolution
for varying radial grid steps (dr/ρe) and in the maximum
resolved poloidal wavenumber max(kθρs).

Similar resolution and convergence tests were carried out
for the weak ETG condition (not shown here). For this con-
dition, it is worth separating the discussion on numerical
convergence between the TEM-stable regime (figures 8(a),
and (b) for a/LTe<5) and the TEM-unstable regime
(figure 8(b) for a/LTe>5). In the TEM-unstable regime, a
slight disagreement between standard and ‘big-box’ electron-
scale simulation is obtained in the heat transport predictions
(for varying box-sizes (Lr, Lθ)), lying slightly outside the
numerical standard deviation in predicted thermal transport
(cf the rightmost blue and magenta dots from figure 8(b)).
These slight disagreements might be related to the highly
unstable ion-scale modes present due to a strongly driven
TEM, since some of those ion-scale modes were shown to
play a small but non-negligible role in the larger box ‘big-

box’ electron-scale-scale simulation for the weak ETG con-
dition. We cannot at this point ensure numerical box-size
convergence for the electron and ‘big-box’ electron-scale
scale simulations presented for the weak ETG condition in the
TEM-unstable regime. However, we have argued in this
article how the TEM-unstable regime itself is not a good
approximation of reality, since it cannot comply with the
electron and ion thermal transport constraints (figure 9 for
a/LTe>5), making the absence of absolute numerical
convergence in the TEM-unstable regime a less relevant
result. However, excellent numerical convergence is achieved
between electron and ‘big-box’ electron-scale scale simula-
tion in the TEM-stable regime. In fact, figure 8(a) shows
identical heat transport predictions between electron and ‘big-
box’ electron-scale simulation (overlaid blue and magenta dot
in figure 8(a)). In addition, good convergence was shown in
radial resolution dr/ρe∼3 and maximum resolved poloidal
wavenumber max(kθρs)∼87 for the weak ETG condition,
both in the TEM-stable and TEM-unstable regimes.

Preliminary convergency tests were also carried out for
ion-scale nonlinear simulations (specifically for the TEM-
unstable branch in the weak ETG condition, which predicted
∼×10 the experimental electron thermal power level). These
resolution tests for the ion-scale simulations confirmed the
presence of the highly unstable TEM branch in the weak ETG

Figure B1. Radial and poloidal box-size convergence tests carried out for three different radial and poloidal box-size domains, corresponding
to electron and ‘big-box’ electron-scale simulations for the strong ETG condition (experimental profile parameters were used as input). (a)
Radial box-size convergence tests: electron thermal power Pe is plotted versus normalized minor radius r/a for standard electron-scale
simulations (Lr=4.5, 7ρs) and ‘big-box’ electron-scale scale simulation (Lr=20ρs). Similar electron thermal power is predicted for
simulations with Lr=4.5ρs and 7ρs, and a slight decrease of ∼10%–15% is observed when the radial box size is increased to Lr=20ρs.
Although this small decrease might be related to the impact of ion-scale modes associated to the larger box-size, or the shorter simulation
time in the larger box-size due to limited computational resources (T∼20 a/cs), we note however that this small difference lies well inside
the simulation standard deviation, indicating convergence in radial box-size (note the error bars in the nearby blue and magenta dots of
figure 7(a) corresponding to the black and red curves in this plot). The GYRO buffer regions are not included in the calculation of the radial
box-size. (b) Poloidal box-size convergence tests: the fractional electron heat flux dQe per poloidal wavenumber increment dkθρs is plotted
versus normalized poloidal wavenumber kθρs for standard electron-scale simulations (Lθ=4, 6.6ρs) and ‘big-box’ electron-scale scale
simulation (Lθ=20.6ρs). A larger box-size is inversely proportional to the poloidal wavenumber increment dkθρs. All simulations resolve up
to r ~qk 65s

max . A similar kθ spectrum is obtained for all simulations, in addition to similar predicted electron thermal power (10%–15%
agreement lying within the numerical standard deviation). We conclude convergence in poloidal box-size. The blue and magenta curves
correspond to the nearby blue and magenta simulation points in figure 7(a). The ‘big-box’ electron-scale scale simulation with the larger box-
size consumed over 1M CPU h for completion NERSC’s Edison supercomputer.
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condition, and predicted similar heat transport levels lying
within the numerical standard deviation, both in the TEM-
stable and unstable regimes.

With respect to the width of the damping regions
employed by GYRO, they were chosen according to previous
analysis and convergence tests performed for NSTX plasmas
[1, 11]. For ion-scale simulations, we used Δb=8ρs as
suggested in [1], while for electron-scale simulations
Δb=1ρs as suggested in reference [11]. For the ‘big-box’
electron-scale simulations we used Δb=2ρs. The widths for
the ‘big-box’ electron-scale simulations were not explicitly
tested for numerical convergence in the present study due to
the large computational requirements of the simulations. As
was shown in [11], the transport from standard electron-scale
simulations resolving ETG turbulence was insensitive to
buffer width values larger than 1ρs. Since ‘big-box’ electron-
scale simulations are only capable of resolving ETG turbu-
lence, this would suggest a buffer width value of Δb=2ρs is
probably well converged and insensitive to further increases
in Δb. However it is still possible that different buffer widths
might affect the ‘big-box’ electron-scale simulation results.
The fact that the same buffer width value was employed for
all ‘big-box’ electron-scale simulations leads us to suspect
this effect would be similar for all simulations. This could
result in different predicted values of Pe, ratio and shape
(table 4), but would likely not affect the relative ranking of
each simulation according to their degree of agreement with
experiment, quantified by the composite metric.

Appendix C. Influence of the diagnostic resolution
on the frequency spectrum

It was discussed in the main text how the spectral width Wf of
the high-k diagnostic is not sensitive to the intrinsic plasma

Figure B2. Radial resolution tests for five different radial grid steps dr/ρe of electron scale simulations for the strong ETG condition
(experimental profile parameters were used as input). (a) Pe[MW] is shown over the full radial domain, showing close Pe agreement between
all simulation predictions. (b) Radial wavenumber power spectrum associated to potential fluctuations df 2∣ ∣ . The field δf exhibits the largest
amplitude among all electromagnetic field components (df d dA B, ,∣∣ ∣∣), and is responsible for the dominant contribution to electron heat
transport Pe by some ∼2 orders of magnitude over contributions from shear dA∣∣ and compressional perturbations dB∣∣. All simulation
resolution scans presented here are carried out on standard electron scale simulations with box-sizes (Lr, Lθ)=(4.5, 4)ρs.

Figure B3. Poloidal resolution tests for 3 different values of the
maximum kθρs resolved in electron scale simulations for the strong
ETG condition (experimental profile parameters were used as input).
Simulation resolving a maximum max(kθρs)=43 exhibits reduced
total electron thermal power (up to 30% reduction) and noticeably
different spectral slope at high-k with respect to simulations with
max(kθρs)=65, 87. Note however how negligible differences can
be observed between simulations resolving max(kθρs)=65 versus
max(kθρs)=87. This last point gives us confidence that simulation
is converged for max(kθρs)=65. Consequently ‘big-box’ electron-
scale scale simulations for the strong ETG case will resolve a
maximum poloidal wavenumber of 65.
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frame turbulence conditions. This begs the question as to
what ultimately determines the spectral width in the high-k
measurement.

Using the exact same simulation, we perform parametric
scans of the synthetic diagnostic for varying values of the
wavenumber resolution ΔkZ in figure C1. In the actual experi-
ment, ΔkZ=2/a0=67 cm−1, where a0 is the extent of the
microwave beam. In (a) is shown how the plasma-frame spectral
width value tends to decrease with ΔkZ. This is consistent with
our intuition, since lower ΔkZ is implies a smaller wavenumber
window contributing to the high-k signal—since nearby modes
have similar propagation frequencies, this results in smaller
spectral width. The spectral width is shown to be strongly
affected by the inclusion of Doppler shift when the wavenumber
resolution is large (large wavenumber window), showingWf can
be increased by a factor of ∼2. However, this effect is negligible
for the experimental conditions corresponding to the old high-k
system (Δkz=67 cm−1), suggesting the measured spectral
width by the old high-k system is similar to the intrinsic plasma
frame value.
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