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Tokamak plasmas often sensitively respond to a low level of 
intrinsically existing or externally applied non-axisymmetric 
(3D) magnetic field perturbations. The plasma response has 
been extensively investigated in experiments [1–5]. Since 
the perturbed field (δB) is often several orders of magnitude 
smaller than the equilibrium field (B), linear MHD theory is 
generally valid, and has therefore been extensively applied 
to understand the plasma response physics [6–10]. Much 
previous work [11–13] assumed that the plasma response 
is dominated by a single stable mode response. However, 
the combined response from multiple stable eigenmodes is 

certainly a theoretical possibility, [14–21]. Crucially, measure-
ments in DIII-D [22] have identified a multi-mode response in 
ITER similar shape RMP experiments.

Experiments also revealed that, at a given coil current, 
suppression of the type-I edge localized modes (ELMs) [23] 
depends on the poloidal spectrum of the applied vacuum RMP 
fields. The plasma response, which plays an important role in 
these ELM control experiments, sensitively depends on the 
applied perturbed field spectrum. The optimal poloidal spec-
trum for ELM control drives a large resonant response in the 
plasma edge [22, 24–26].
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Abstract
The successful application of three-dimensional (3D) magnetohydrodynamic (MHD) 
spectroscopy in the stable DIII-D and EAST plasmas enables to directly extract the multi-
mode plasma transfer function in tokamak experiments. The transfer function not only reveals 
the contribution of each dominant MHD eigenmode in the multi-model plasma response, 
but also quantifies the corresponding eigenvalue which is the critical stability index of MHD 
mode. The method performs the active detection of stable plasma by utilizing the upper and 
lower rows of internal coils to scan the frequency and poloidal spectrum of the applied 3D 
field, and reconstructing the multi-mode transfer functions model through the least square 
fitting of the plasma response measured by 3D-field magnetic sensors distributed at different 
poloidal locations. The results point to the potential development of an advanced strategy for 
tracking the plasma stability based on the extracted eigenvalues of stable modes. The improved 
understanding of the dominant eigenmodes’ behavior in multi-mode plasma response through 
transfer function can also help to optimize the applied 3D fields for the purposes, such as the 
type-I edge localized mode suppression and the core stability control in future fusion reactors.
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Generally, the response of the stable eigenmodes to the 
applied 3D field in experiments is still unclear, due to lim-
ited data measurements, particularly inside the plasma. 
Understanding the stability properties of these eigenmodes 
via plasma response measurements can be essential for (i) 
identification of the physics nature of the modes, e.g. the resis-
tive wall mode [27] versus the tearing mode [28, 29]; and (ii) 
prediction and avoidance of severe disruptive events caused 
by these modes. The latter is particularly important for ITER 
[30], as well as for future high power fusion reactors.

The open loop transfer function [31] is a powerful tool to 
analyze the response and stability of a linear system. Here, 
the plasma response is denoted as total magnetic perturbations 
measured by the toroidally distributed 3D magnetic sensors, 
since the eigenmodes are the result of plasma interacting with 
vacuum vessel and other structures in tokamak system. Based 
on linear MHD theory and control theory, this work uses a new 
method for extracting multi-modal plasma response transfer 
functions from tokamak experiments. The extracted transfer 
functions reveal the contribution of each dominant eigenmode 
to the plasma response. This also allows us to quantify the 
damping rate of each stable mode individually, providing a 
critical assessment of the plasma stability. The method of 
obtaining the transfer function from the response to probing 
3D fields is referred to as 3D MHD spectroscopy. In this work, 
we utilize the upper and lower rows of internal 3D magnetic 
coils equipped in DIII-D [4] and EAST [32], by scanning both 
the coil current phasing ∆φ = φup − φlow and a finite (lim-
ited) range of the excitation frequency f . Here, the phasing 
(∆φ) is the difference between the upper row coil current 
phase (φup) and the lower row coil current phase (φlow).

The measured magnetic response signals at multiple loca-
tions distributed poloidally along the tokamak vessel, can be 
represented by rational functions of the applied phasing and 
frequency (i.e. a Padé approximation). The poles and residu-
als of the rational functions reveal the stability properties as 
well as the response amplitudes of individual dominant eigen-
modes simultaneously existing in the plasma. The method 
introduced here avoids the disadvantage of the conventional 
Nyquist analysis technique, which requires a wide range scan 
of f ∈ (−∞,+∞), in order to accurately extract the trans-
fer function. Such a scan, based on experimental measure-
ments, is however not straightforward, since the wall eddy 
current shielding and/or contamination by other higher fre-
quency MHD events can lead to the weak and noisy magnetic 
response in the high frequency range. The 3D MHD spectr-
oscopy approach, introduced here, reduces the requirement of 
high frequency scans by including scans in another dimen-
sion: the poloidal spectrum of the applied field manipulated 
via ∆φ. This not only obtains more data points when f  is 
not very high, but also make more changes to amplify differ-
ent eigenmodes for cleaner magnetic measurements at differ-
ent ∆φ. This choice is particularly reasonable when the wall 
eddy current response plays an important role in the total field 
response since the major variation of total response occurs 
when f  is comparable to the inverse of the field penetration 
time through the wall, which is typically several milliseconds. 
Simultaneous fitting of the measured data in 2D parameter 

space (frequency versus coil phasing) significantly improves 
the accuracy of the constructed transfer functions. This is the 
major advantage of the present approach.

When applying a rotating 3D field with toroidal number 
n, the measured plasma response δB on kth sensor can be 
approximated by the transfer function,

Pk(∆φ, f ) =
δB
I

=
N∑

j=1

u j
k + l j

ke−i∆φ

if − γj
+ uk∞ + lk∞e−i∆φ.

 (1)

Here, I is the amplitude of the rotating current in the 3D coils. 
γj  is the eigenvalue of jth eigenmode and N  is the total num-
ber of eigenmodes included in the transfer function. Note that 
each eigenmode shares the same eigenvalue at every sensor. 
u j

k  and l j
k , as the upper and lower coil residuals(complex cou-

pling coefficients), represent the local structure of jth eigen-
mode at kth sensor. uk∞ and lk∞, which are similar to u j

k  and 
l j
k  defined with respect to the upper and lower coils, repre-

sent the local structure of residual response in vacuum at k
th sensor when | f | → ∞ and other terms in equation (1) are 
vanished. In other words, these constant terms correspond to 
the finite magnetic response in the vacuum when the plasma 
and the resistive wall both become superconducting due to the 
fast rotating fields. Similar to [33], this formulation assuming 
the plasma response is the sum of contributions from multiple 
dominant eigenmodes can be derived from the discretized, lin-
ear, 3D MHD equations.

To extract the above multi-modal transfer function 
from DIII-D experiments, coil currents with frequencies  
f ∈ [−110 Hz, −60 Hz, −30 Hz, −10 Hz, 10 Hz, 30 Hz,  
60 Hz, 110 Hz] were applied with phasings ∆φ ∈ [0 deg,  
60 deg, 120 deg, 180 deg, 240 deg, 300 deg], where the ampli-
tude of coil current in upper ( Iup) and lower ( Ilow) rows are 
the same and about 1kA, Iup = Ilow ∼ 1 kA in the experi-
ments. Each pair of (∆φ, f ) was applied in isolated time 
interval containing multiple periods to reduce the uncertainty 
in the response measurements. Six repeated shots (170200, 
170202, 170203, 170204, 170205, 170220) were performed 
with the same plasma conditions to accomplish the scan, with 
each shot containing applied fields with a fixed phasing and 
a randomized frequency scan to remove any slowly evolv-
ing temporal bias from the frequency dependence. The mag-
netic response to the applied fields was measured by polodial 
and radial field sensor arrays near the mid-plane of the low 
field side (LFS) and high field side (HFS) of the inner vessel 
wall. The names of four sensor arrays are MPID66M, ISLD, 
MPID1A, ISLD1A, respectively. The configuration of mag-
netic probes are described in [20, 34]. Each array contains 
multiple sensors distributed toroidally, enabling a fit to the 
amplitude and phase of the response in each toroidal mode 
number n = 1, 2, 3. Figure 1 shows one of the six discharges, 
where coil currents with ∆φ = 240◦ are applied to gener-
ate n = 1 3D perturbations in the flattop phase with almost 
constant plasma current ( Ip), safety factor (q95) and normal-
ized beta βN. In figure  1(b), the n = 1 component of coil 
current, extracted from six toroidally distributed upper coil 
array, shows the sequence of different f  applied in different 
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time intervals. The n = 1 magnetic response measured by 
the radial sensor array located near the middle plane of HFS 
(figure 1(c)) shows the associated variation in response ampl-
itude. Then, the amplitude and phase of the n = 1 magnetic 
response, normalized by Iup, is determined by least squares 
fitting of the waveform δB/Iup = Aei(ω+φres) for each array of 
sensors within each distinct time interval for each combina-
tion of (∆φ, f ). Here, A is the amplitude of magnetic response 

measured by the sensor, φres is the phase of response rela-
tive to the upper coil current and ω = 2πf , Note that I = Iup 
in equation  (1) and the full magnetic field, not the isolated 
plasma response [22], is used here.

In the DIII-D experiments, since the time interval for each 
applied (∆φ, f ) is known, four data points are extracted by 
using the whole time interval and three successive sub-inter-
vals for the fitting of each (∆φ, f ) combination. Figure  2 

Figure 1. Time evolution of discharge 170220. The steady flattop Ip, βN and q95 are shown in (a). The wave form of applied current 
represented in (b) drives the n = 1 magnetic response (c) measured by a radial sensor array located near the mid-plane of the HFS vessel 
wall.

Figure 2. Coil current phasing comparison of magnetic response between experimental measurement (‘o’ real part and ‘�’ imaginary part) 
and the evaluation of transfer function (‘solid line’ real part and ‘dashed line’ imaginary part). The HFS radial field 10 Hz (a) and 110 Hz 
(b) response is shown as well as the LFS poloidal field 10 Hz (c) and 110 Hz (d) response.

Nucl. Fusion 59 (2019) 024001
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illustrates the coil phasing dependence of the rotating n = 1 
radial field response, δBr, measured by an array of saddle 
loops just above the HFS midplane (the ISLD1A array) and 
the rotating n = 1 polodial field response, δBp, measured 
by an array of magnetic probes at the LFS mid-plane (the 
MPID66M array) when f = 10 Hz and 110 Hz. The meas-
ured responses show a clear sinusoidal phasing dependence. 
Similar fits were made using the other components (poloidal 
and radial) at each side of the machine (HFS and LFS) as well, 
and show a similar sinusoidal dependence.

A nonlinear least square method is used to extract the 
plasma transfer function by fitting equation (1) to every δB̄l

k  
simultaneously. Here δB̄l

k = δBl
k/Il

up. δBl
k  is the complex 

magn etic response measured at one of four aforementioned 
sensor arrays, when the coil current Il

up is applied with lth 
combination of (∆φl, fl). k is the index of ISLD1A, MPID1A, 
ISLD, MPID66M sensor arrays. The target function is 

min
x

F(x), where,

F(x) =
S∑∣∣∣∣

δB̄l
k − Pk(∆φl, fl)

δB̄l
k

∣∣∣∣
2

, (2)

x = (u j
k, l j

k, uk∞, lk∞, γj) and S  is the number of measured 
data points. The convergence of extracted transfer function is 
checked by perturbing the initial guess. The transfer function 
generally well follows the DIII-D experimental points and is 
able to reproduce the observed response at each sensor array 
and (∆φ, f ) with accuracy similar to that as illustrated in fig-
ure 2. To quantify the general fitting accuracy, the fitting error √

F(x)/S = 0.29 and the reduced χ2 = 16.51 [36] are also 
evaluated. Three dominant eigenmodes with the eigenvalues, 
γ1st = −13.58 − 3.68i Hz, γ2nd = −31.82 − 7.42i Hz and 
γ3rd = −44.2 − 28.86i Hz are extracted by the multiple mode 
transfer function fitting process. Including additional modes 
has a negligible contribution to the plasma response. Here, the 
real component of the eigenvalues is the ‘damping rate’ index 

of mode stability and negative values imply stable (driven) 
modes. The nonlinear fitting process finds only stable modes, 
consistent with the stable plasmas observed in the experi-
ments. The imaginary part of eigenvalue represents the natural 
mode rotation frequency. The first two modes are identified as 
slow-rotating or even quasi-static, while the third is rotating 
with a significantly higher frequency. It is important to note 
that this technique is able to fit mode frequencies higher than 
any frequency applied by the coils in the experiment.

Figure 3 shows a zero-frequency ( f = 0) subset of the 
DIII-D data comparable to responses shown in previous work 
[22]. Here, the number and relative contribution of dominant 
modes is now revealed by the experimentally extracted trans-
fer function. The solid curve in figure  3 shows the phasing 
dependence of the f = 0 plasma response evaluated by the 
multiple mode transfer function. The contribution of each 
dominant mode, corresponding to each term in equation (1), is 
also plotted. Figure 3 reports the least stable mode dominates 
the n = 1 HFS radial sensor measurements. Meanwhile, 2nd 
mode is also significant at HFS. On the LFS sensors, however, 
the second least stable mode makes the largest contribution 
to the measured amplitude. The least stable and third modes 
are comparable to each other and have minor contributions 
to the total response on the LFS radial sensors. Interestingly, 
the constant term is also significant at LFS. Theoretically, it 
is known that the magnetic response with | f | → ∞ gets zero 
magnetic response and the maximum measurement on LFS 
mid-plane radial sensor, when ∆φ = 180 deg and ∆φ = 0 
deg respectively. The constant term, extracted from the non-
linear least fitting, has no such constrain, but still agrees with 
the theoretical predication. In a sense, it indicates the reliabil-
ity of experimentally extracted transfer function.

The multiple mode transfer function, extracted from the 
experiments, is a good target for the model validation and 
the exploration of MHD physics. The phasing and frequency 
dependencies of transfer function can be used to compare with 
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the simulated response directly. For instance, the linear ideal 
plasma response [6], simulated by MARS-F code [37, 38] gen-
erally shows agreement with the experimental transfer function 
in figure 3. The difference may be due to the equilibrium recon-
struction and other detailed MHD physics, e.g. kinetic effects 
[9, 10]. Particularly, if the transfer function could be extracted 
from the numerical simulation, the mode response to 3D fields 
and the eigenvalue of each dominant mode can be compared 
between the experiments and simulations. The difference will 
help to make a detailed validation of the model and indicate if 
there is any essential or missed physics in the model.

The frequency dependent response measured in an inde-
pendent discharge with the same equilibrium parameters is 
compared with the extracted transfer function in figure 4. The 
discharge only uses the upper coil to generate the rotating 
3D fields. As expected by the linear response theory, setting 
l j
k = 0 and lk∞ = 0 in equation (1) yields a good agreement 

between the transfer function prediction and experimental 
radial field measurements. This is a comforting validation of 
the extracted transfer function and the linearity assumptions 
used therein. It also demonstrates the powerful ability to map 
predicted responses throughout the accessible coil frequency 
and phasing space using a relatively small number of discrete 
measurements.

The individual contributions of the three dominant modes 
are also presented in figure 4. The least stable mode dominates 
the peak HFS response and shows a significant frequency 
dependence due to the small amplitude of γ1st which means 
the coil frequency can dominate in the denominator of least 
stable mode’s transfer function. The second least stable mode, 
due to more stable γ2nd, is much less sensitive to f . Since 
the multi-mode plasma transfer functions reveal the magnetic 
response of each dominant mode while applying different f  
and ∆φ, potentially, the transfer functions can help to find 
the optimal 3D fields which probably can better amplify the 
eigenmode related to the ELM suppression.

Ideal plasma response with/without 2D wall [9, 39], simu-
lated by MARS-F code, is also presented in figure 4, where 
the wall model assumes the uniform resistivity and the wall 
time  ∼9 ms which is typically used by MARS-F for n = 1 
DIII-D simulations [40]. The simulated plasma response is 
decreased as shown by the experimental transfer function 
while increasing f , since the eddy current in resistive wall 
plays an essential role in determining the magnetic response 
in the presence of rotating 3D fields. Meanwhile, the variation 
of simulated response with resistive wall is faster than that of 
experimental transfer function. While scanning the wall time 
in the simulation, no wall time can be found to make the vari-
ation of simulated response match the experimental transfer 
function for both radial LFS and HFS sensors simultaneously. 
As indicated in [40], the axisymmetric wall with uniform 
resistivity is not sufficient to resolve fine spatial details of wall 
eddy current patterns particularly to simulate the local magn-
etic measurements. The real DIII-D wall is complicated and 
requires more sophisticated wall modeling to make a reliable 
MHD simulation.

3D MHD spectroscopy is also validated in EAST experi-
ments which utilize the upper and lower internal coils to 
scan ∆φ ∈ (0, 45, 90, 135, 180, 225, 270, 315) deg and f ∈ 
(−90,−60,−30,−10, 10, 30, 60, 90) Hz in five shots (70617, 
70619, 70620, 70622 and 70633), where 1.3 kA coil current 
is applied to drive n = 1 plasma response. Each shot scans 
two coil phasing with different frequencies. The exper imental 
plasma is stable with almost constant βN = 1.4, Ip = 0.38 MA 
and q95 = 4.7 during the scan. In the EAST experiments, the 
transfer functions are extracted only at the radial and poloi-
dal magnetic sensors located at the mid-plane of the LFS 
[35]. The HFS sensors are not used since the sensor arrays, 
installed behind the mechanical structure, and are thus well 
shielded from rotating fields. In the signal analysis of magn-
etic response, it is noted EAST magnetic sensors have higher 
measurement noise than DIII-D ones. Many factors, such as the 
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installation and calibration of sensors, can affect the response 
noise level and the accuracy of fitting process. However, the 
multi-mode transfer function still can be extracted with the 
comparable 

√
F(x)/S = 0.33 and χ2 = 20.56 to DIII-D 

case. In general, the extracted transfer function well follows 
the behavior of measured response while varying ∆φ and 
f . Figures  5(a) and (b) illustrate the good correspondence 
between the transfer function and experimental measurements. 
Two dominant eigenmodes are extracted from the exper imental 
measurements, with eigenvalues γ1st = −10.61 − 0.01i Hz 
and γ2nd = −146.3 + 17.23i Hz. Figures  5(c) and (d) show 
the relative contributions of each mode to the total response. 
In contrast to the DIII-D experiments, the least stable mode 
dominates the LFS radial magn etic response measurements in 
this EAST experiment. EAST results also show a much more 
stable secondary mode than DIII-D experiments.

In this work, 3D MHD spectroscopy, enabling to exper-
imentally extracted the linear multi-mode plasma transfer 
function by fitting the magnetic response measured in the scan 
of 3D coil frequency and phasing, is succesfully developed and 
applied in both DIII-D and EAST stable plasmas. The multi-
mode transfer function shows the capability to quantify the 
number of dominant modes and the contribution of each mode 
in the multi-mode plasma response which is only qualitatively 
identified in previous work [22]. The plasma stability can be 
quantitatively inferred by the real parts of extracted eigenval-
ues in the transfer functions. Meanwhile, the imaginary parts 
of eigenvalues represent the natural mode rotation frequencies. 
Therefore, in the future experiments and numerical studies, the 
extracted modes’ eigenvalues can help to understand the vari-
ation of stable modes’ stability and rotation when the plasma 

conditions, such as β and the plasma flow, are changed. Since 
the frequency and phasing response of each dominant mode 
can be interpreted by the extracted transfer functions, it has the 
potential to optimize the coil phasing and frequency to amplify 
the preferred eigenmode e.g. the edge peeling mode, to help 
ELM suppression. The efficiency of 3D MHD spectroscopy 
can also be greatly improved beyond this initial exper imental 
proof of the concept. Employing n = 2 3D MHD spectr-
oscopy by applying wave packets of multiple coil frequen-
cies and phasings can achieve a comparable scan to the one 
shown here for DIII-D in every 1.6 s of a discharge to extract 
the n = 2 multi-mode plasma transfer function. In this DIII-D 
experiments, four phasings are scanned in four isolated time 
intervals. A wave packet, including multiple coil frequency, is 
applied in each interval and takes 400 ms to finish scan for each 
phasing. In principle, after first 1.6 s, the optimized 3D MHD 
spectroscopy allows to update the transfer function and report 
the plasma stability every 400 ms by using the new scanned 
phasing and the previous three ones. The analysis of this exper-
iment is in progress and will be reported in the future paper. 
Further optimization of 3D MHD spectroscopy to achieve the 
real time detection of plasma stability can be important to pre-
dict and avoid MHD stabilities in ITER.
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