
Overview

• Basic Ideas are Simple
• Particles Grad B and Curvature B drift into the SOL
• Particles flow out of the SOL at velocity ~ cs/2
• Electrons carry heat out of SOL per Spitzer

• Fit to Data is Fairly Good
• Gives reasonable predictions of Iloss, !p.

• Fits "q fairly well in absolute value and scaling

• Implications for ITER are Complex
• Low-gas-puff width is small
• Heat spreading with gas puff may be very effective

• Questions and Future Research
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Particles !B and curvB Drift into SOL,
Flow out of SOL at ~ cs/2

• Grad B and curv B drifts 
cross separatrix

• Pfirsch-Schlüter flows 
connect top and bottom

• SOL also empties to 
divertor in "|| ~ L||/(cs/2)

• # ~ <vd>"||

• Corresponds to the limit 
of P-S theory, including 
order unity poloidal 
asymmetries.
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Strongly Shaped Diverted Plasma (!= 1.8) 
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3

Simple Calculation gives of ! ~ "p

Re-express ! ~ <vd>#|| as integral of drift 
across $p from mid-plane (MP) to x-point.
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Usual Picture: Turbulence Dominates, but...
Turbulent Particle Flux < Magnetic Drift

634 R.A. Moyer et al. / Journal of Nuclear Materials 241-243 (1997) 633-638 

flux -Fturb was evaluated using f f ' t u rb  = (RePr)= 
<~Eo/Bt> where fi~ is the root-mean-square (rms) elec- 
tron density fluctuation amplitude, Eo is the rms poloidal 
electric field fluctuation amplitude, B t is the toroidal mag- 
netic field and the (} denote an ensemble average [9]. 
These local measurements on the outboard midplane do 
not account for poloidal variations which would result 
from any ballooning character to the turbulence [10] and 
which are expected to be greatest in ohmic and L-mode 
plasmas [11]. 

To determine whether or not there are any regimes in 
which turbulent particle transport is unimportant in the 
edge, we correlate particle confinement and edge profile 
gradient variations with variations in the turbulence and 
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Fig. 1. Radial variation of, top to bottom, the electron density n e 
and temperature T~ profiles, the rms fluctuations amplitudes 
h e / n  e and e~r/kT~ and the turbulent radial particle flux ~turh 
in the ohmic and ohmic H-mode portions of a single discharge. 
The profiles are plotted with respect to the magnetic separatrix 
location calculated by EFIT [13], A R -  R -  Rse p. 
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Fig. 2. Radial variation of, top to bottom, n~, T~, h c / n  e, e ~ r / k T  ,. 
and ~tturb in the L-mode and ELM-free H-mode portions of a 
single discharge in DII1-D. 

associated transport at and just inside the separatrix. Pro- 
files of the electron density n e and temperature T~, the 
normalized fluctuation amplitudes fie/n and e@/kT~ and 
the turbulent particle flux Ftu,. b are shown in Figs. I -3  for 
ohmic and ohmic H-mode, L and ELM-free H-mode and 
ELMy H and (ELM-free) VH-mode respectively• The 
ELMs in H-mode (Fig. 3) were 30 ms apart, with 3 ELMs 
during the profile measurement. Since the I~, t increase 
during each ELM exceeded the power supply capability, 
data during the ELMs was removed, and the resulting 
profile between ELMs is plotted• Changes in the edge 
profile and turbulent transport parameters are summarized 
in Table 1. 

~turb is reduced on the outboard midplane l0 X in 
ohmic H-mode relative to the ohmic phase (Fig. 1). Both 
the ne profile (4 X ) and the T~, profile (3 X ) steepen• This 
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Fig. 1. Radial variation of, top to bottom, the electron density n e 
and temperature T~ profiles, the rms fluctuations amplitudes 
h e / n  e and e~r/kT~ and the turbulent radial particle flux ~turh 
in the ohmic and ohmic H-mode portions of a single discharge. 
The profiles are plotted with respect to the magnetic separatrix 
location calculated by EFIT [13], A R -  R -  Rse p. 
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associated transport at and just inside the separatrix. Pro- 
files of the electron density n e and temperature T~, the 
normalized fluctuation amplitudes fie/n and e@/kT~ and 
the turbulent particle flux Ftu,. b are shown in Figs. I -3  for 
ohmic and ohmic H-mode, L and ELM-free H-mode and 
ELMy H and (ELM-free) VH-mode respectively• The 
ELMs in H-mode (Fig. 3) were 30 ms apart, with 3 ELMs 
during the profile measurement. Since the I~, t increase 
during each ELM exceeded the power supply capability, 
data during the ELMs was removed, and the resulting 
profile between ELMs is plotted• Changes in the edge 
profile and turbulent transport parameters are summarized 
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!drift,H-mode  
= 6 1020

!drift,H-mode  
= 1.4 1020

Moyer, 1997
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Particle Loss and !p Predicted
in Low-Gas-Puff H-mode

the radial particle flux associated with the gas puff is 900 A,
greater than the rate at which gas is injected. Note that there
is a significant decrease in the electron temperature at the
separatrix when the radial particle flux increases because of
the gas puff. This has significance in the core confinement,

FIG. 5. Temporal response of the separatrix temperature �a� and radial par-
ticle flux at the separatrix �b� to a 730 A D2 gas puff starting at 2800 ms.

FIG. 3. Temporal variation of separatrix plasma parameters for discharge 89 840. We show the electron density at the separatrix �a�, the electron temperature
at the separatrix �b�, the components of the heating power �c�, the effective thermal diffusivity �d�, the neutral pressure measured in the private flux region �e�,
and the particle flux across the separatrix �f�.

FIG. 4. Estimate of the ratio of particle diffusivity to thermal diffusivity
obtained by comparing the particle flux across the separatrix with the rate of
rise of the particle content at the L- to H-mode transition.
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Assume that 1/2 of 
magnetic drift flux returns to 
plasma via Pfirsch-Schlüter 

flow, and 1/2 is lost.

DIII-D

Porter and DIII-D Team, 1998 

!!!" p =
#BRa$ncore
2 Tsep e( )nsep

Gives 375 msec for JET,
70 msec for C-Mod.
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Iloss =
2nsepTsep
RB

2!R2a
2

= 1.2kA

Eliminate Tsep with Spitzer
• Assume radial electron heat flux fills SOL width defined 

by flows, and heat is conducted to divertor by Spitzer 
electron thermal conductivity.

• Use 2-point model with Spitzer thermal conductivity to 
define Tsep. Use ellipse for Bp, L||.

• Now we have two equations in two unknowns, 
! and Tsep. Ion- and electron-drift results:

• Only size scaling implicit in weak P1/8 term.
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How Does Electron Heat Fill the SOL? (1)

• Ion thermal transport is ~ neoclassical in the pedestal, 
electrons > ions, and far above electron neoclassical.

• Electron heat likely moves across separatrix faster than Vd.

Nucl. Fusion 50 (2010) 064004 J.D. Callen et al

moves radially outwards towards the separatrix. Also shown
for reference is the predicted neoclassical ion heat diffusivity
[32] profile obtained from ONETWO using the Chang–Hinton
formula [39].

The magnitude and profile of the sum of the
generic predictions for ETG-driven gyro-Bohm level and
paleoclassical transport shown in figure 11 are similar to the
interpretive effective electron heat diffusivity χe shown in
figure 8(a). The neoclassical prediction indicated in figure 11
is of the same order of magnitude as the experimentally inferred
ion heat diffusivity χi shown in figure 8(b); however, its profile
is quite different and it is about a factor of 4 larger near the
minimum in the interpretive χi. Recent calculations with
the more precise NEO code [40] have indicated the Chang–
Hinton prediction is too large by about 20% in the plasma
core; for a typical pedestal the NEO code indicates [41] the true
neoclassical χi is about 30% smaller than the Chang–Hinton
prediction. These calculations include the orbit squeezing
effects [42] which are caused by the strong radial variation of
the radial electric field in the pedestal. Decreasing the Chang–
Hinton prediction by 30%, it still seems that the inferred
effective ion heat diffusivity in the 98889 pedestal is less than
(by a factor ∼3) the best estimate of the neoclassical ion heat
diffusivity there.

The interpretive heat diffusivities have been compared
with a wide variety of analytic-based, mixing-length-type
theoretical predictions for a number of DIII-D pedestals in
[20–23], and most extensively in [43]. For the pedestal in
98889, figures 12 and 13 compare predictions of a number
of theoretical models with the interpretive GTEDGE χe and
χi profiles shown in figure 8. Detailed formulae for the
various analytic-based theoretical model predictions are given
in [43]. To determine radial heat fluxes the GTEDGE
interpretive transport model integrates the equilibrium heat
transport equations (7) from the separatrix inwards using
experimentally determined density and temperature gradients.
For this GTEDGE modelling it is assumed that the ratio of
ion to electron power flow through the separatrix is 25% to
75%. This is quite close to and between the values of this
parameter from ONETWO (28/72) and SOLPS (24/76). The
data in figures 12 and 13 are obtained at a slightly different
time slice (∼3962 ms, at the first of the time interval being
considered) [23]; however, the profiles and plasma geometry
are not significantly different from the profiles shown in
figure 3 and the slight differences are not expected to change
the conclusions discussed below.

Various points can be made about the theory-experiment
electron heat diffusivity comparisons shown in figure 12.
As can be seen, the paleoclassical prediction parallels the
interpretive, effective χe(ρN) in the bottom half of the pedestal
(III, 0.98 ! ρN ! 1.0) and in the core region (I, ρN ! 0.94).
There are no points indicated between these regions because
integrating as in equations (35) and (36) in [43] from the
separatrix region inwards gives negative values for χe in this
region (II) and the integration outwards from the core becomes
inappropriate in this region (II). The four paleoclassical χe

values in the bottom half (III) of the pedestal, where the
paleoclassical helical multiplier M < 1, have been estimated
in figure 12 by equation (32) in [43].

The spatial variation of the ETG and TEM analytic-
based predictions, which include [43] the reductions in growth

I IIII IIIIII

Figure 12. Comparison of interpretive GTEDGE-determined
effective electron heat diffusivity χe (exp) with analytic-based
predictions [43] of various theoretical models: paleoclassical
(paleo) collision-induced electron heat transport and
electron-temperature gradient (etg) and trapped-electron mode
(tem) microturbulence-induced anomalous electron heat transport.

I IIII IIIIII

Figure 13. Comparison of GTEDGE-determined effective ion heat
diffusivity χi (exp) with analytic-based predictions [43] of various
theoretical models: neoclassical collision-induced ion heat
diffusivity (neocl) and ion-temperature gradient (itg) and
drift-Alfvén (da) microturbulence-induced anomalous ion heat
transport.

rates caused by E × B flow shear effects, also parallel the
interpretive, effective χe(ρN) in the core region, but have
different magnitudes. In the transition from the core region
to the top half of the pedestal they first increase with ρN

(specifically, for 0.92 " ρN " 0.95)—because the analytic-
based theoretical formulae in equations (39) and (43) for ETG
and TEM transport in [43] are proportional to the magnitude
of the ETG which increases with ρN there. However, this
trend is opposite to the interpretive χe(ρN) in this region.
The ETG and TEM predictions then decrease rapidly with
ρN down the top half of the pedestal (0.95 " ρN " 0.98).
In the bottom half of the pedestal electrons are in the plateau
collisionality regime (i.e. ν∗e > 1, see figure 10(a)); hence
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In the bottom half of the pedestal electrons are in the plateau
collisionality regime (i.e. ν∗e > 1, see figure 10(a)); hence
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insufficient accuracy in determining the separatrix position (a few mm precision is required),
the exact position of Te and ne data points cannot be established. In the code calculations,
however, given the constraints imposed by the known power through the core boundary of the
grid and, to a lesser extent, by the known radiated power, the wrong choice of the separatrix
ne would lead to a mismatch between the measured and calculated Te profiles. This will be
illustrated in section 7 of the paper.

Electron and ion collisionality parameters, defined according to ( [13], equation (4.105)),
as ν∗

ee ≡ L/λee ≈ 10−16neL/T 2
e and ν∗

ii ≡ L/λii ≈ 10−16neL/T 2
e , are plotted in figures 5(a)

and (b) for the case shown in figure 4. As a characteristic parallel length L, the product
πq95R, with q95 = 5 being the safety factor at the surface containing 95% of the poloidal
magnetic flux and R = 1.7 m—the major radius of the plasma, was used for all profiles.
Figure 5(a) shows the collisionality parameters along the radial distance at the outer midplane

D
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D

ASDEX-U
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• Drift heat flux is q = 5nT2/(ZeRB) = (5/2)nTVd

• Assume 50% of drift heat flux across separatrix goes to 
divertor, 50% returns to plasma by P-S flow.

• In JET at Tsep = 100 eV, nsep = 2 1019/m3, B = 2T, net one-
species drift heat flow is ~ 0.5 MW. Too low.

• For !e,an  = 1 m2/sec, " = 4mm, Te,sep = 100 eV, anomalous 
electron heat flow is 12.5 MW. About right.

• Diffusive thermal fill time for 4mm SOL is 8 !sec. Parallel 
loss time at 100 eV is 10 !sec. Drift time is 260 !sec. 

• Consistent with electrons thermally filling 4mm SOL region 
by anomalous transport, but not by drifts.

• Electron heat flow past density channel limited by
and by low parallel heat flux in sheath-limited regime. 

How Does Electron Heat Fill the SOL? (2)

9

 q! = !p, !v

How do Poloidal and Radial ExB Drifts 
Affect the Heuristic Picture? 

• If the electric potential in the SOL varies radially 
with e!" ~ T/#, the poloidal ExB drift is ~ R/a times 
the poloidal projection of the ion thermal speed.

• If the electric potential in the SOL varies 
poloidally with, e!" ~ T/a, then the radial ExB drift
is comparable to the !B and curvB drifts. 
This effect is normally greatest near divertor plates. 

• Since these scale like the drifts in the simple model, 
they should not change the basic dimensional 
scaling, but could trade a vs. R. 

• Does this mechanism give strong ExB shear 
! H-mode?
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Figure 2. Plasma parameters for a discharge with heating power 0.4 MW, electron density at the inner boundary 4 × 1019 m−3, normal
direction of magnetic field. Comparison of one- and two-dimensional calculation results: (a) radial profiles of the electron temperature at the
outer midplane; (b) radial profiles of the electron density at the outer midplane; (c) radial profiles of the parallel plasma velocity in the upper
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2 mm from separatrix (at the outer midplane).
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Figure 3. Radial electric field profiles at the outer midplane for a
discharge with heating power 1.5 MW, electron density at the inner
boundary 4 × 1019 m−3, normal direction of magnetic field.
Comparison of one- and two-dimensional calculation results.

4. Potential, parallel and poloidal currents

From the comparison of the simplified model, suggested above,
with the full two-dimensional simulation results we come to the
following conclusions. The sum of the poloidally dependent
part of the potential equations (6) and (13), which is calculated
from the parallel momentum balance for electrons neglecting
the parallel friction force, and the poloidally independent
part calculated from the one-dimensional equation is a quite
reasonable approximation for the potential distribution. The
difference in the absolute values of the potentials in figure 2(e)
is due to both the differences in absolute values of electron
temperatures, since Ohmic heating term has been neglected
in the one-dimensional simulations, and the influence of
parallel current (parallel friction force). In the core, the radial
currents, which balance the diamagnetic currents and make
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discharge with heating power 1.5 MW, electron density at the inner
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4. Potential, parallel and poloidal currents

From the comparison of the simplified model, suggested above,
with the full two-dimensional simulation results we come to the
following conclusions. The sum of the poloidally dependent
part of the potential equations (6) and (13), which is calculated
from the parallel momentum balance for electrons neglecting
the parallel friction force, and the poloidally independent
part calculated from the one-dimensional equation is a quite
reasonable approximation for the potential distribution. The
difference in the absolute values of the potentials in figure 2(e)
is due to both the differences in absolute values of electron
temperatures, since Ohmic heating term has been neglected
in the one-dimensional simulations, and the influence of
parallel current (parallel friction force). In the core, the radial
currents, which balance the diamagnetic currents and make
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Comparison to Goldston model 

The Goldston model works 
remarkably well for both, JET 
and ASDEX Upgrade 
 
Estimation of lam_int identical 
for JET and AUG. 
 
Details on his model I leave up 
to him 

Goldston model eerily close to 
the AUG/JET results

JET/AUG Comparison with Model “Eery”

12

US Data Fit Reasonably Well Too
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Eich Used a q(x) Model from Wagner
to Extract More Information

• How should you fit the heat flux profile?

• For fast ions, Wagner (1982) posited convective transport 
along B, plus simple diffusive transport across B.

• He assumed an exponential flux profile upstream.

• He convolved the upstream profile with simple diffusion 
(Gaussian) as the particles travel along the divertor leg.

• S = Gaussian width due to diffusion
!q = X-point exponential width mapped to OMP,
fx = flux expansion from OMP

• This model is incorrect for parallel heat diffusion, for 
example Spitzer, coupled with a temperature dependent 
perpendicular diffusion, for example Bohm.  
!  It should not work for electron heat flux in divertor.
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The Incorrect Model Works Well - I

• Model the problem by solving the nonlinear heat 
equation in “straightened out” geometry.

• Nonlinear code previously used to address a 
number of scrape-off layer problems, such as 
relation of upstream Te profile to divertor heat 
flux profile, including cross-field transport.

• Relationship to 2-point model: “It’s Complicated.”

For this case:

• Parallel heat flux across from X-point is forced to 
have an exponential profile with width !q.

• Parallel heat diffusivity goes like T5/2 (Spitzer).

• Perpendicular heat diffusivity goes like T (Bohm). 
Fit profile of heat flux at the divertor plate with 
Wagner/Eich function. Extract !q.
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The Incorrect Model Works Well - II
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The Resulting Fits are Good

agreement with both absolute magnitude and scaling de-
pendency is found.

V. Conclusions.—An approximative expression for the
target heat load profiles is introduced. From this expression
we are enabled to derive !q in addition to !int. A most
notable conclusion of the analysis of !q is that no machine
size scaling is detected which has important impact on
future larger machines. As shown in Fig. 3, typical num-
bers for !q in JET are smaller than in AUG mainly due to
the higher q95 (or qcyl). Given the similar q95 (or qcyl) value
and higher toroidal magnetic field in next step devices such
as ITER, smaller values for !q have to be expected for non
detached divertor plasma conditions, when compared with
JET. The design values for ITER of interest here are
R ¼ 6:2 m, a ¼ 2:0 m, " ¼ 1:7, PSOL ¼ 120 MW, Btor ¼
5:3 T, Ip ¼ 15 MA, qcyl ¼ 2:42, Zeff ¼ 1:6. Extrapolation
and model predict for deuterium plasmas !ITER

q ¼
0:94 mm and !ITER

q ¼ 0:97 mm, respectively.
Extrapolation of !int to ITER cannot be given from this

work. Assuming that the offset (which is related to the S
parameter) between !q and !int in ITER is similar to
JET and AUG, we find for ITER !int ¼ 1:3!qþ
ð1:36$ 0:43 mmÞ ’ 2:6$ 0:4 mm. The latter value is
close to the lower range of the values predicted in
Ref. [19]. However employing a direct extrapolation to
ITER from the scaling in Table II we find !int ’ 1:2 mm.
This is a direct result of the negative size dependence of
!int caused by different offsets observed in Eq. (4) which
are in turn due to the variations of the divertor geometry.
The long, baffled divertor in the ITER design may result in
larger values of S than observed on AUG or JET. Only
dedicated experiments aiming to find a scaling of S, can
lead to a better understanding here.

The comparison of JET and AUG power fall-off length
(!q) for deuterium type-I ELMy H-Modes to the heuristic
model prediction [16] of the power scrape-off width, based
on parallel convection and curvature drifts, is satisfactory
with regard to both magnitude and scaling, and may pro-
vide a reasonable baseline for the experimental study of
techniques to increase this width.
ITER is anticipated to operate in conditions with a high

fraction of SOL radiation and partially detached divertor
plasmas, unlike the conditions studied here, but the current
assumption [20] that !q will be in the range of 5 mm, when
attached conditions are encountered, needs to be revisited.
This work was supported by EURATOM and carried

out within the framework of the European Fusion
Development Agreement. This work was supported in
part by U.S. DOE under Contract No. DEAC02-09CH11.
This work was done under the JET-EFDAworkprogramme
[21].
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agreement with both absolute magnitude and scaling de-
pendency is found.

V. Conclusions.—An approximative expression for the
target heat load profiles is introduced. From this expression
we are enabled to derive !q in addition to !int. A most
notable conclusion of the analysis of !q is that no machine
size scaling is detected which has important impact on
future larger machines. As shown in Fig. 3, typical num-
bers for !q in JET are smaller than in AUG mainly due to
the higher q95 (or qcyl). Given the similar q95 (or qcyl) value
and higher toroidal magnetic field in next step devices such
as ITER, smaller values for !q have to be expected for non
detached divertor plasma conditions, when compared with
JET. The design values for ITER of interest here are
R ¼ 6:2 m, a ¼ 2:0 m, " ¼ 1:7, PSOL ¼ 120 MW, Btor ¼
5:3 T, Ip ¼ 15 MA, qcyl ¼ 2:42, Zeff ¼ 1:6. Extrapolation
and model predict for deuterium plasmas !ITER

q ¼
0:94 mm and !ITER

q ¼ 0:97 mm, respectively.
Extrapolation of !int to ITER cannot be given from this

work. Assuming that the offset (which is related to the S
parameter) between !q and !int in ITER is similar to
JET and AUG, we find for ITER !int ¼ 1:3!qþ
ð1:36$ 0:43 mmÞ ’ 2:6$ 0:4 mm. The latter value is
close to the lower range of the values predicted in
Ref. [19]. However employing a direct extrapolation to
ITER from the scaling in Table II we find !int ’ 1:2 mm.
This is a direct result of the negative size dependence of
!int caused by different offsets observed in Eq. (4) which
are in turn due to the variations of the divertor geometry.
The long, baffled divertor in the ITER design may result in
larger values of S than observed on AUG or JET. Only
dedicated experiments aiming to find a scaling of S, can
lead to a better understanding here.

The comparison of JET and AUG power fall-off length
(!q) for deuterium type-I ELMy H-Modes to the heuristic
model prediction [16] of the power scrape-off width, based
on parallel convection and curvature drifts, is satisfactory
with regard to both magnitude and scaling, and may pro-
vide a reasonable baseline for the experimental study of
techniques to increase this width.
ITER is anticipated to operate in conditions with a high

fraction of SOL radiation and partially detached divertor
plasmas, unlike the conditions studied here, but the current
assumption [20] that !q will be in the range of 5 mm, when
attached conditions are encountered, needs to be revisited.
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And They Fit Together Pretty Well

agreement with both absolute magnitude and scaling de-
pendency is found.

V. Conclusions.—An approximative expression for the
target heat load profiles is introduced. From this expression
we are enabled to derive !q in addition to !int. A most
notable conclusion of the analysis of !q is that no machine
size scaling is detected which has important impact on
future larger machines. As shown in Fig. 3, typical num-
bers for !q in JET are smaller than in AUG mainly due to
the higher q95 (or qcyl). Given the similar q95 (or qcyl) value
and higher toroidal magnetic field in next step devices such
as ITER, smaller values for !q have to be expected for non
detached divertor plasma conditions, when compared with
JET. The design values for ITER of interest here are
R ¼ 6:2 m, a ¼ 2:0 m, " ¼ 1:7, PSOL ¼ 120 MW, Btor ¼
5:3 T, Ip ¼ 15 MA, qcyl ¼ 2:42, Zeff ¼ 1:6. Extrapolation
and model predict for deuterium plasmas !ITER

q ¼
0:94 mm and !ITER

q ¼ 0:97 mm, respectively.
Extrapolation of !int to ITER cannot be given from this

work. Assuming that the offset (which is related to the S
parameter) between !q and !int in ITER is similar to
JET and AUG, we find for ITER !int ¼ 1:3!qþ
ð1:36$ 0:43 mmÞ ’ 2:6$ 0:4 mm. The latter value is
close to the lower range of the values predicted in
Ref. [19]. However employing a direct extrapolation to
ITER from the scaling in Table II we find !int ’ 1:2 mm.
This is a direct result of the negative size dependence of
!int caused by different offsets observed in Eq. (4) which
are in turn due to the variations of the divertor geometry.
The long, baffled divertor in the ITER design may result in
larger values of S than observed on AUG or JET. Only
dedicated experiments aiming to find a scaling of S, can
lead to a better understanding here.

The comparison of JET and AUG power fall-off length
(!q) for deuterium type-I ELMy H-Modes to the heuristic
model prediction [16] of the power scrape-off width, based
on parallel convection and curvature drifts, is satisfactory
with regard to both magnitude and scaling, and may pro-
vide a reasonable baseline for the experimental study of
techniques to increase this width.
ITER is anticipated to operate in conditions with a high

fraction of SOL radiation and partially detached divertor
plasmas, unlike the conditions studied here, but the current
assumption [20] that !q will be in the range of 5 mm, when
attached conditions are encountered, needs to be revisited.
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TABLE III. Summary of regression and model prediction.

C0 CB Cq CP CR

!&
m 0.92 '0:875 1.125 0.125 0

!q 0:73$ 0:38 '0:78$ 0:25 1:20$ 0:27 0:10$ 0:11 0:02$ 0:20
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• Heuristic model balances magnetic drifts with cs/2 losses 
giving SOL width = (2a/R) !p ~ high-speed limit of P-S flow. 
Edge temperature set by Spitzer parallel thermal conduction.

• Size scaling only implicit through P1/8

• Model consistent with recent experimental results from JET, 
ASDEX, C-Mod, DIII-D, NSTX.

• Size comes in only implicitly through PSOL. Good match to JET 
and ASDEX suggests weak size scaling ~ correct.

• Eich/Wagner model gives good fit. ASDEX/JET fit coefficients 
very close to model predictions.

• Will ITER SOL shield pedestal from neutrals, so SOL density 
profile can be widened via strong gas puff?

• Heuristic model would predict effective heat spreading. 
At high gas puff rate density channel would be much 
wider, since flow rate would drop below cs/2.

Future Research

• Numerical simulation corresponding to heuristic model is 
needed. Heuristic analysis is not accurate to terms of 
order unity.
• Need high resolution, low dissipation solutions

• Need realistic, validated results on electric fields
• Resolve ion vs. electron drifts (Z and A dependence)

• More extensive species scaling studies

• More comparisons with total loss current, !p

• Low-field / high-field DND widths vs. "

• Effects of Snowflake, Super-X geometries.

• Gas puffing to spread heat load with shielding SOL.
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Do Parallel Electron Heat Flux 
Limiters Matter? 

Since we care about T1/2 for given PSOL, 
this seems to be a small effect.
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Figure 5. Electron and ion collisionality parameters for the case shown in figure 4, along the radial
distance at the outer midplane position and along the outer divertor target, with the positions being
mapped to the outer midplane (a), and along the parallel distance from the inner target (negative
distances) to the outer (positive distances) along the first SOL ring flux tube (b).

position and along the outer divertor target. All positions are mapped to the outer midplane.
Figure 5(b) shows the collisionality parameters plotted against the parallel distance from the
inner target (negative distances) to the outer one (positive distances) along the first SOL flux
tube. One can see that the electron collisionality parameter is substantially above 1 across the
whole SOL, including at the separatrix position near the outer midplane. Electrons therefore
can be considered collisional. At the same time, the ions are weakly collisional upstream,
being only marginally collisional near the separatrix. Close to the divertor, ions, as well as
electrons, become collisional. For parallel heat conduction, however, due to the importance of
contributions from highly energetic tails of the Maxwellian distribution (typically with energies
of ∼3–5 Te,i), both ions and electrons can be considered collisionless in the main SOL region,
and the flux limits discussed in the previous section must be applied. Closer to the divertor, the
plasma becomes much more collisional owing to a simultaneous rise in density and a drop in
temperatures.

Overall, it is difficult to predict the full extent of the contribution of kinetic effects
to the results of the SOLPS modelling in such a complex situation. Their impact on the
divertor solutions is assessed in section 7 by varying heat flux limits for both ions and
electrons.
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Figure 12. Influence of the variation of electron (a) and ion (b) parallel heat flux limiters on the
peak electron temperature at the outer target and the ratio of the peak simulated to experimental Hα

signals in the outer divertor. The flux limiters are normalized to their values neTevth,e and niTivth,i
for electrons and ions, respectively. Open symbols refer to the reference case.

core boundary of the grid. Energy exchange between ions and electrons, particularly in the
divertor where the plasma is cold and dense and the collision frequency is high, must be large
enough to offset the effects of the initial difference between Te and Ti in the core part of the
grid.

(d) Role of ballooning of transport coefficients
By default, all SOLPS runs described here assume a dependence of all transport coefficients on
the toroidal field of the type 1/B. This increases the ‘natural ballooning’ of the radial transport
due to field line compression on the outer low-field side of the plasma, as was explained in
section 4. Figure 14 demonstrates how the alteration of the degree of ballooning, ranging
from zero ballooning (1/B0 dependence) to a much increased ballooning (1/B2 dependence)
impacts the two figures of merit used here to characterize divertor conditions. Increase in the
ballooning results in a modest rise in the peak outer divertor Te and a more substantial rise in

resultant differences are, however, small, and on the basis
of the current set of experimental measurements it would
be impossible to determine the ‘‘appropriate’’ ballooning
coefficient.
Even a comparison of the inner and outer target power

fluxes, Fig. 16, would probably be inconclusive in
determining the ballooning factor.

7. Drifts

The B2 code is also capable of including the drifts arising
from E! B and rB; and these terms (often not routinely

included in code runs because of added numerical
complications frequently forcing the use of a smaller
time-step) are also important, Fig. 17. Here results for all
four combinations of the plasma current and toroidal
magnetic field are compared to a run without drifts, all for
pure deuterium plasmas on the reduced mesh. Only small
differences are seen in the upstream profiles, but the
downstream profiles are significantly affected. The final
verdict on the match between the target experimental
results and the code runs should wait for DþCþHe runs
with drifts using the coupled version of the code. (This is
planned.)

Fig. 12. Comparison of two B2-Eirene simulations with differing parallel
heat flux limiters for electrons and ions with the experimental data. [The
0.3/10.0 case is identical to the B2-Eirene run discussed previously except
that a slightly lower value of the perpendicular thermal diffusivities was
used (1.2 instead of 1:6m2 s#1).] Shown are the upstream electron
temperatures and densities, and the downstream electron temperatures
and densities. It would be impossible to determine the ‘‘correct’’ parallel
heat flux limiters on the basis of these measurements for this shot.

Fig. 13. Comparison of two B2-Eirene simulations with differing parallel
heat flux limiters for electrons and ions with the experimental data, for a
case where the densities in the B2-Eirene case were lowered (the deuterium
density boundary condition was halved with respect to the ‘‘best match’’
shown in Fig. 12). Shown are the upstream electron temperatures and
densities, and the downstream electron temperatures and densities. The
difference in the results for the simulations with differing values of the
parallel heat flux limiters is now larger. Were the experiment able to
operate in this regime on ASDEX Upgrade, it might be possible to
distinguish the ‘‘correct’’ value of the flux limiters.

Fig. 14. Predicted ion temperatures upstream (top) and downstream
(bottom) for the standard density case (left) and the (artificially) reduced
density case (right). The ion temperatures show the strongest effect of the
ion heat flux limiters—but there is no experimental data with which to
compare (particularly at the target!).

Fig. 15. Comparison of a case with the ‘‘normal’’ assumption of
poloidally constant transport coefficients with cases where the transport
is assumed to balloon on the outside. The transport is scaled locally by
!ðBref=BÞ"; where Bref is the magnetic field at a reference position, B is the
magnetic field at the local position, " is the ballooning parameter and is
chosen to be 1.0, 2.0, 5.0 and 10.0, and ! is a normalization parameter
chosen so the ‘‘integrated’’ transport is held constant (by matching the
core electron temperature profile). Shown are the upstream and down-
stream electron temperatures and densities. On the basis of these
experimental measurements, it would not be possible to distinguish the
‘‘correct’’ value of the ballooning parameters, ":
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